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Document Overview

This document is a system administrator's guide to XenServer™, the platform virtualization solution from Citrix®.
It describes the tasks involved in configuring a XenServer deployment-- in particular, how to set up storage,
networking and resource pools, and how to administer XenServer hosts using the xe command line interface (CLI).

This section summarizes the rest of the guide so that you can find the information you need. The following topics
are covered:

Managing users with Active Directory and Role Based Access Controls
Creating resource pools and setting up High Availability

Storage: configuration, management, repository types

Configuring Virtual Machine memory using Dynamic Memory Control
Network configuration

Backup and recovery

Monitoring and managing XenServer

Troubleshooting XenServer

The XenServer command line interface

XenServer resource allocation guidelines

XenServer Documentation

XenServer documentation shipped with this release includes:

Release Notes cover known issues that affect this release.

XenServer Quick Start Guide provides an introduction for new users to the XenServer environment and
components. This guide steps through the installation and configuration essentials to get XenServer and the
XenCenter management console up and running quickly. After installation, it demonstrates how to create a
Windows VM, VM template and pool of XenServer hosts. It introduces basic administrative tasks and advanced
features, such as shared storage, VM snapshots and XenMotion live migration.

XenServer Installation Guide steps through the installation, configuration and initial operation of XenServer
and the XenCenter management console.

XenServer Virtual Machine Installation Guide describes how to install Windows and Linux VMs within a
XenServer environment. This guide explains how to create new VMs from installation media, from VM
templates included in the XenServer package and from existing physical machines (P2V). It explains how to
import disk images and how to import and export appliances.

XenServer Administrator's Guide gives an in-depth description of the tasks involved in configuring a XenServer
deployment, including setting up storage, networking and pools. It describes how to administer XenServer
using the xe Command Line Interface.

vSwitch Controller User Guide is a comprehensive user guide to the vSwitch and Controller for XenServer.

Supplemental Packs and the DDK introduces the XenServer Driver Development Kit, which can be used to
modify and extend the functionality of XenServer.

XenServer Software Development Kit Guide presents an overview of the XenServer SDK. It includes code
samples that demonstrate how to write applications that interface with XenServer hosts.

XenAPI Specification is a reference guide for programmers to the XenServer API.

For additional resources, visit the Citrix Knowledge Center.
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Managing users

When you first install XenServer, a user account is added to XenServer automatically. This account is the local
super user (LSU), or root, which is authenticated locally by the XenServer computer.

The local super user (LSU), or root, is a special user account used for system administration and has all rights or
permissions. In XenServer, the local super user is the default account at installation. The LSU is authenticated
by XenServer and not an external authentication service. This means that if the external authentication service
fails, the LSU can still log in and manage the system. The LSU can always access the XenServer physical server
through SSH.

You can create additional users by adding their Active Directory accounts through either the XenCenter's Users
tab or the CLI. All editions of XenServer can add user accounts from Active Directory. However, only XenServer
Enterprise and Platinum editions let you assign these Active Directory accounts different levels of permissions
(through the Role Based Access Control (RBAC) feature). If you do not use Active Directory in your environment,
you are limited to the LSU account.

The permissions assigned to users when you first add their accounts varies according to your version of XenServer:

¢ In the XenServer and XenServer Advanced edition, when you create (add) new users, XenServer automatically
grants the accounts access to all features available in that version.

¢ |n the XenServer Enterprise and Platinum editions, when you create new users, XenServer does not assign
newly created user accounts roles automatically. As a result, these accounts do not have any access to the
XenServer pool until you assign them a role.

If you do not have one of these editions, you can add users from Active Directory. However, all users will have
the Pool Administrator role.

These permissions are granted through roles, as discussed in the section called “Authenticating users using Active
Directory (AD)".

Authenticating users using Active Directory (AD)

If you want to have multiple user accounts on a server or a pool, you must use Active Directory user accounts for
authentication. This lets XenServer users log in to a pool's XenServers using their Windows domain credentials.

The only way you can configure varying levels of access for specific users is by enabling Active Directory
authentication, adding user accounts, and assign roles to those accounts.

Active Directory users can use the xe CLI (passing appropriate - U and - pw arguments) and also connect to the
host using XenCenter. Authentication is done on a per-resource pool basis.

Access is controlled by the use of subjects. A subject in XenServer maps to an entity on your directory server
(either a user or a group). When external authentication is enabled, the credentials used to create a session are
first checked against the local root credentials (in case your directory server is unavailable) and then against the
subject list. To permit access, you must create a subject entry for the person or group you wish to grant access
to. This can be done using XenCenter or the xe CLI.

If you are familiar with XenCenter, note that the XenServer CLI uses slightly different terminology to refer to Active
Directory and user account features:

XenCenter Term XenServer CLI Term

Users Subjects

Add users Add subjects
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Understanding Active Directory authentication in the XenServer environment

Even though XenServers are Linux-based, XenServer lets you use Active Directory accounts for XenServer user
accounts. To do so, it passes Active Directory credentials to the Active Directory domain controller.

When added to XenServer, Active Directory users and groups become XenServer subjects, generally referred to
as simply users in XenCenter. When a subject is registered with XenServer, users/groups are authenticated with
Active Directory on login and do not need to qualify their user name with a domain name.

Note:

By default, if you did not qualify the user name (for example, enter either mydomain\myuser
or myser@mydomain.com), XenCenter always attempts to log users in to Active Directory
authentication servers using the domain to which it is currently joined. The exception to this
is the LSU account, which XenCenter always authenticates locally (that is, on the XenServer)
first.

The external authentication process works as follows:

1. The credentials supplied when connecting to a server are passed to the Active Directory domain controller
for authentication.
2. The domain controller checks the credentials. If they are invalid, the authentication fails immediately.

3. If the credentials are valid, the Active Directory controller is queried to get the subject identifier and group
membership associated with the credentials.

4. If the subject identifier matches the one stored in the XenServer, the authentication is completed successfully.

When you join a domain, you enable Active Directory authentication for the pool. However, when a pool is joined
to a domain, only users in that domain (or a domain with which it has trust relationships) can connect to the pool.

Note:

Manually updating the DNS configuration of a DHCP-configured network PIF is unsupported
and might cause Active Directory integration, and consequently user authentication, to fail
or stop working.

Upgrading from XenServer 5.5

When you upgrade from XenServer 5.5 to the current release, any user accounts created in XenServer 5.5 are
assigned the role of pool-admin. This is done for backwards compatibility reasons: in XenServer 5.5, all users had
full permissions to perform any task on the pool.

As a result, if you are upgrading from XenServer 5.5, make sure you revisit the role associated with each user
account to make sure it is still appropriate.

Configuring Active Directory authentication
XenServer supports use of Active Directory servers using Windows 2003 or later.

Active Directory authentication for a XenServer host requires that the same DNS servers are used for both the
Active Directory server (configured to allow for interoperability) and the XenServer host. In some configurations,
the active directory server may provide the DNS itself. This can be achieved either using DHCP to provide the
IP address and a list of DNS servers to the XenServer host, or by setting values in the PIF objects or using the
installer if a manual static configuration is used.

Citrix recommends enabling DHCP to broadcast host names. In particular, the host names| ocal host orl i nux
should not be assigned to hosts.

Warning:

XenServer hostnames should be unique throughout the XenServer deployment.
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Note the following:

XenServer labels its AD entry on the AD database using its hostname. Therefore, if two XenServer hosts have
the same hostname and are joined to the same AD domain, the second XenServer will overwrite the AD entry
of the first XenServer, regardless of if they are in the same or in different pools, causing the AD authentication
on the first XenServer to stop working.

It is possible to use the same hostname in two XenServer hosts, as long as they join different AD domains.

The XenServer hosts can be in different time-zones, as it is the UTC time that is compared. To ensure
synchronization is correct, you may choose to use the same NTP servers for your XenServer pool and the Active
Directory server.

Mixed-authentication pools are not supported (that is, you cannot have a pool where some servers in the pool
are configured to use Active Directory and some are not).

The XenServer Active Directory integration uses the Kerberos protocol to communicate with the Active
Directory servers. Consequently, XenServer does not support communicating with Active Directory servers that
do not utilize Kerberos.

For external authentication using Active Directory to be successful, it is important that the clocks on your
XenServer hosts are synchronized with those on your Active Directory server. When XenServer joins the Active
Directory domain, this will be checked and authentication will fail if there is too much skew between the
servers.

Warning:

Host names must consist solely of no more than 63 alphanumeric characters, and must not
be purely numeric.

Once you have Active Directory authentication enabled, if you subsequently add a server to that pool, you are
prompted to configure Active Directory on the server joining the pool. When you are prompted for credentials
on the joining server, enter Active Directory credentials with sufficient privileges to add servers to that domain.

Active Directory integration
Make sure that the following firewall ports are open for outbound traffic in order for XenServer to access the
domain controllers.

Port Protocol Use

53 UDP/TCP DNS

88 UDP/TCP Kerberos 5

123 UDP NTP

137 UDP NetBIOS Name Service

139 TCP NetBIOS Session (SMB)

389 UDP/TCP LDAP

445 TCP SMB over TCP

464 UDP/TCP Machine password changes

3268 TCP Global Catalog Search
Note:

To view the firewall rules on a Linux computer using iptables, run the following command:
i ptables - nL
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Note:

XenServer uses Likewise (Likewise uses Kerberos) to authenticate the AD user in the AD server,
and to encrypt communications with the AD server.

How does XenServer manage the machine account password for AD integration?

Similarly to Windows client machines, Likewise automatically updates the machine account password, renewing
it once every 30 days, or as specified in the machine account password renewal policy in the AD server. For more
information, refer to http://support.microsoft.com/kb/154501.

Enabling external authentication on a pool

e  External authentication using Active Directory can be configured using either XenCenter or the CLI using the
command below.

xe pool - enabl e-ext ernal -auth aut h-type=AD \
servi ce- name=<ful | - qual i fi ed-domai n> \
confi g: user=<usernanme> \
confi g: pass=<passwor d>

The user specified needs to have Add/ r enove comnput er obj ects or wor kst ati ons privileges,
which is the default for domain administrators.

Note:

If you are not using DHCP on the network used by Active Directory and your XenServer hosts,
use you can use these two approaches to setup your DNS:

1. Set up your domain DNS suffix search order for resolving non-FQDNs:

xe pif-param set uuid=<pif-uuid_in_the_dns_subnetwork> \
“ot her-config: domai n=suf fi x1. com suf fi x2. com suf fi x3. con?

2. Configure the DNS server to use on your XenServer hosts:

xe pif-reconfigure-ip node=static dns=<dnshost >

3. Manually set the management interface to use a PIF that is on the same network as your
DNS server:

xe host - managenent -reconfigure pif-uuid=<pif_in_the_dns_subnetwork>
Note:

External authentication is a per-host property. However, Citrix advises that you enable and
disable this on a per-pool basis — in this case XenServer will deal with any failures that occur
when enabling authentication on a particular host and perform any roll-back of changes that
may be required, ensuring that a consistent configuration is used across the pool. Use the
host-param-list command to inspect properties of a host and to determine the status of
external authentication by checking the values of the relevant fields.

Disabling external authentication

e Use XenCenter to disable Active Directory authentication, or the following xe command:
xe pool - di sabl e-external -auth
User authentication
To allow a user access to your XenServer host, you must add a subject for that user or a group that they are in.

(Transitive group memberships are also checked in the normal way, for example: adding a subject for group A,
where group A contains group B and user 1 is a member of group B would permit access to user 1.) If
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you wish to manage user permissions in Active Directory, you could create a single group that you then add and
remove users to/from; alternatively, you can add and remove individual users from XenServer, or a combination
of users and groups as your would be appropriate for your authentication requirements. The subject list can be
managed from XenCenter or using the CLI as described below.

When authenticating a user, the credentials are first checked against the local root account, allowing you to
recover a system whose AD server has failed. If the credentials (i.e. username then password) do not match/
authenticate, then an authentication request is made to the AD server — if this is successful the user's information
will be retrieved and validated against the local subject list, otherwise access will be denied. Validation against the
subject list will succeed if the user or a group in the transitive group membership of the user is in the subject list.

Note:

When using Active Directory groups to grant access for Pool Administrator users who will
require host ssh access, the number of users in the Active Directory group must not exceed
500.

Allowing a user access to XenServer using the CLI

e To add an AD subject to XenServer:

xe subj ect-add subj ect-nanme=<entity nane>

The entity name should be the name of the user or group to which you want to grant access. You may
optionally include the domain of the entity (for example, '<xendt\user1>' as opposed to '<user1>') although
the behavior will be the same unless disambiguation is required.

Removing access for a user using the CLI

1. Identify the subject identifier for the subject you wish to revoke access. This would be the user or the group
containing the user (removing a group would remove access to all users in that group, providing they are
not also specified in the subject list). You can do this using the subject list command:

xe subject-1list

You may wish to apply a filter to the list, for example to get the subject identifier for a user named user 1
in the t est ad domain, you could use the following command:

xe subject-list other-config:subject-name='<donai n\ user>'

2.  Remove the user using the subject-remove command, passing in the subject identifier you learned in the
previous step:

xe subj ect-renove subject-identifier=<subject identifier>

3.  You may wish to terminate any current session this user has already authenticated. See Terminating all
authenticated sessions using xe and Terminating individual user sessions using xe for more information about
terminating sessions. If you do not terminate sessions the users whose permissions have been revoked may
be able to continue to access the system until they log out.

Listing subjects with access

e To identify the list of users and groups with permission to access your XenServer host or pool, use the
following command:

xe subject-1list
Removing access for a user
Once a user is authenticated, they will have access to the server until they end their session, or another user

terminates their session. Removing a user from the subject list, or removing them from a group that is in the
subject list, will not automatically revoke any already-authenticated sessions that the user has; this means that
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they may be able to continue to access the pool using XenCenter or other API sessions that they have already
created. In order to terminate these sessions forcefully, XenCenter and the CLI provide facilities to terminate
individual sessions, or all currently active sessions. See the XenCenter help for more information on procedures
using XenCenter, or below for procedures using the CLI.

Terminating all authenticated sessions using xe

e  Execute the following CLI command:

xe session-subject-identifier-logout-all
Terminating individual user sessions using xe

1. Determine the subject identifier whose session you wish to log out. Use either the session-subject-
identifier-list or subject-list xe commands to find this (the first shows users who have sessions, the second
shows all users but can be filtered, for example, using a command like xe subject-list other-config:subject-
name=xendt\\userl — depending on your shell you may need a double-backslash as shown).

2. Use the session-subject-logout command, passing the subject identifier you have determined in the
previous step as a parameter, for example:

xe session-subject-identifier-logout subject-identifier=<subject-id>

Leaving an AD domain
Warning:

When you leave the domain (that is, disable Active Directory authentication and disconnect
a pool or server from its domain), any users who authenticated to the pool or server with
Active Directory credentials are disconnected.

Use XenCenter to leave an AD domain. See the XenCenter help for more information. Alternately run the pool-
disable-external-auth command, specifying the pool uuid if required.

Note:

Leaving the domain will not cause the host objects to be removed from the AD database. See
this knowledge base article for more information about this and how to remove the disabled
host entries.

Role Based Access Control
Note:

The full RBAC feature is only available in Citrix XenServer Enterprise Edition or higher. To
learn more about upgrading XenServer, click here.

XenServer's Role Based Access Control (RBAC) allows you to assign users, roles, and permissions to control who
has access to your XenServer and what actions they can perform. The XenServer RBAC system maps a user
(or a group of users) to defined roles (a named set of permissions), which in turn have associated XenServer
permissions (the ability to perform certain operations).

As users are not assigned permissions directly, but acquire them through their assigned role, management of
individual user permissions becomes a matter of simply assigning the user to the appropriate role; this simplifies
common operations. XenServer maintains a list of authorized users and their roles.

RBAC allows you to easily restrict which operations different groups of users can perform- thus reducing the
probability of an accident by an inexperienced user.

To facilitate compliance and auditing, RBAC also provides an Audit Log feature and its corresponding Workload
Balancing Pool Audit Trail report.
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RBAC depends on Active Directory for authentication services. Specifically, XenServer keeps a list of authorized
users based on Active Directory user and group accounts. As a result, you must join the pool to the domain and
add Active Directory accounts before you can assign roles.

The local super user (LSU), or root, is a special user account used for system administration and has all rights or
permissions. In XenServer, the local super user is the default account at installation. The LSU is authenticated via
XenServer and not external authentication service, so if the external authentication service fails, the LSU can still
log in and manage the system. The LSU can always access the XenServer physical host via SSH.

RBAC process
This is the standard process for implementing RBAC and assigning a user or group a role:

1. Join the domain. See Enabling external authentication on a pool

2. Add an Active Directory user or group to the pool. This becomes a subject. See the section called “To add a
subject to RBAC”.

3. Assign (or modify) the subject's RBAC role. See the section called “To assign an RBAC role to a created subject”.
Roles
XenServer is shipped with the following six, pre-established roles:
e Pool Administrator (Pool Admin) — the same as being the local root. Can perform all operations.
Note:

The local super user (root) will always have the "Pool Admin" role. The Pool Admin role has
the same permissions as the local root.

¢ Pool Operator (Pool Operator) — can do everything apart from adding/removing users and modifying their
roles. This role is focused mainly on host and pool management (i.e. creating storage, making pools, managing
the hosts etc.)

e Virtual Machine Power Administrator (VM Power Admin) — creates and manages Virtual Machines. This role is
focused on provisioning VMs for use by a VM operator.

o Virtual Machine Administrator (VM Admin) —similar to a VM Power Admin, but cannot migrate VMs or perform
snapshots.

e Virtual Machine Operator (VM Operator) — similar to VM Admin, but cannot create/destroy VMs — but can
perform start/stop lifecycle operations.

¢ Read-only (Read Only) — can view resource pool and performance data.
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Note:
You cannot add, remove or modify roles in this version of XenServer.
Warning:

You can not assign the role of pool-admin to an AD group which has more than 500 members,
if you want users of the AD group to have SSH access.

For a summary of the permissions available for each role and more detailed information on the operations
available for each permission, see the section called “Definitions of RBAC roles and permissions”.

All XenServer users need to be allocated to an appropriate role. By default, all new users will be allocated to the
Pool Administrator role. It is possible for a user to be assigned to multiple roles; in that scenario, the user will
have the union of all the permissions of all their assigned roles.

A user's role can be changed in two ways:

1. Modify the subject -> role mapping (this requires the assign/modify role permission, only available to a Pool
Administrator.)

2. Modify the user's containing group membership in Active Directory.

Definitions of RBAC roles and permissions

The following table summarizes which permissions are available for each role. For details on the operations
available for each permission, see Definitions of permissions.

Table 1. Permissions available for each role

Role Pool Admin Pool VM Power | VM Admin VM Operator | Read Only
permissions Operator Admin

Assign/ X

modify roles

log in to X
(physical)
server
consoles
(through SSH
and
XenCenter)

Server X
backup/
restore

Log out X X
active user
connections

Create and X X
dismiss alerts

Cancel task X X
of any user

Pool X X
management



Pool Admin Pool VM Power | VM Admin VM Operator | Read Only
permissions Operator Admin

VM X X X
advanced
operations

VM create/ X X X X
destroy
operations

VM change X X X X X
CD media

View VM X X X X X
consoles

XenCenter X X X X X
view mgmt
ops

Cancel own X X X X X X
tasks

Read audit X X X X X X
logs

Configure, X X
Initialize,

Enable,

Disable WLB

Apply WLB X X
Optimization
Recommendat

Modify WLB X X
Report
Subscriptions

Accept WLB X X X

Placement

Recommendat

Display WLB X X X X X X

Configuration

Generate X X X X X X
WLB Reports

Connect to X X X X X X
pool and

read all pool
metadata

The following table provides additional details about permissions:

10
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Table 2. Definitions of permissions

Permission

Assign/modify roles

Log in to server consoles

Server backup/restore VM create/
destroy operations

Log out active user connections

Create/dismiss alerts

Cancel task of any user

Allows Assignee To

e Add/remove users
e Add/remove roles from users

Active
(being

e Enable and disable
Directory integration
joined to the domain)

e Server console access through
ssh

e Server console access through
XenCenter
e Back up and restore servers

e Back up and
metadata

restore pool

e Ability to disconnect logged in
users

e Cancel any user's running task

11

Rationale/Comments

This permission lets the user grant
himself or herself any permission
or perform any task.

Warning: This role lets the
user disable the Active Directory
integration and all subjects added
from Active Directory.

Warning: With access to a root
shell, the assignee could arbitrarily
reconfigure the entire system,
including RBAC.

The ability to restore a backup
lets the assignee revert RBAC
configuration changes.

Warning: A user with this
permission can dismiss alerts for
the entire pool.

Note: The ability to view alerts is
part of the Connect to Pool and
read all pool metadata permission.

This permission lets the user
request XenServer cancel an in-
progress task initiated by any user.
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Permission Allows Assignee To Rationale/Comments
Pool management e Set pool properties (naming, This permission includes all the
default SRs) actions required to maintain a
pool.

e Enable, disable, and configure

. Note: If the management interface

e Set per-VM HA restart priorities is not functioning, no logins can
authenticate except local root

e Enable, disable, and configure 3
logins.

Workload Balancing (WLB)

e Add and remove server from
pool

e Emergency transition to master
e Emergency master address

e Emergency recover slaves

e Designate new master

e Manage pool and server
certificates

e Patching

e Set server properties

e Configure server logging

e Enable and disable servers

e Shut down, reboot, and power-
on servers

e System status reports
e Apply license

¢ Live migration of all other VMs
on a server to another server,
due to either WLB, Maintenance
Mode, or HA

e Configure server management
interfaces

e Disable server management
e Delete crashdumps
e Add, edit, and remove networks

e Add, edit, and remove PBDs/
PIFs/VLANs/Bonds/SRs

e Add, remove, and retrieve
secrets

12
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Permission

VM advanced operations

VM create/destroy operations

VM change CD media

VM change power state

View VM consoles

Configure, Initialize, Enable,
Disable WLB
Apply WLB Optimization

Recommendations

Modify WLB Report Subscriptions

Allows Assignee To

e Adjust VM memory (through
Dynamic Memory Control)

e Create a VM snapshot with
memory, take VM snapshots,
and roll-back VMs

e Migrate VMs

e Start VMs, including specifying
physical server

e Resume VMs

¢ [nstall or delete
e Clone VMs

e Add, remove, and configure
virtual disk/CD devices

e Add, remove, and configure
virtual network devices

e Import/export VMs

e VM configuration change

e Eject current CD

¢ Insert new CD

e Start VMs
placement)

e Shut down VMs

® Reboot VMs

e Suspend VMs

VMs

(automatic

e Resume
placement)

(automatic

e See and interact with VM

consoles
e Configure WLB

e [nitialize WLB and change WLB
servers

e Enable WLB
e Disable WLB
e Apply any optimization

recommendations that appear
in the WLB tab

e Change the WLB
generated or its recipient

report
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Rationale/Comments

This permission provides the
assignee with enough privileges to
start a VM on a different server
if they are not satisfied with the
server XenServer selected.

This permission does not include
start_on, resume_on, and migrate,
which are part of the VM advanced
operations permission.

This permission does not let the
user view server consoles.

When a user's role does not have
this permission, this functionality
is not visible.
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Permission

Allows Assignee To

Rationale/Comments

Accept WLB
Recommendations

Placement

Display WLB Configuration

Generate WLB Reports

XenCenter view mgmt operations

Cancel own tasks

Read audit log

Connect to pool and read all pool
metadata

Note:

e Select one of the
servers Workload Balancing
recommends for placement

("star" recommendations)

e View WLB settings for a pool as
shown on the WLB tab

e View and run WLB reports,
including the Pool Audit Trail
report

e Create and modify global
XenCenter folders

e Create and modify global
XenCenter custom fields

e Create and modify global
XenCenter searches

e Lets a user cancel their own
tasks

e Download the XenServer audit
log

e Login to pool

¢ View pool metadata

e View historical performance

data
e View logged in users
e View users and roles
e View messages

e Register for and receive events

Folders, custom fields, and
searches are shared between all
users accessing the pool

In some cases, a Read Only user cannot move a resource into a folder in XenCenter, even after
receiving an elevation prompt and supplying the credentials of a more privileged user. In this
case, log on to XenCenter as the more privileged user and retry the action.

Working with RBAC using the xe CLI

To list all the available defined roles in XenServer

¢ Runthe command: xe rol e-1i st

This command returns a list of the currently defined roles, for example:
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uui d( RO): 0165f 154- ba3e- 034e- 6b27-5d271af 109ba
nane ( RO : pool-admin
description ( RO: The Pool Administrator role can do anything

uuid ( RO: b9ce9791- 0604- 50cd- 0649- 09b3284c7dfd

nane ( RO : pool -operator

description ( RO: The Pool Operator can do anything but access DonD \
and nmanage subjects and roles

uuid( RO : 7955168d- 7bec- 10ed- 105f - c6a7e6e€63249

nane ( RO : vm power-admn

description ( RO: The VM Power Administrator role can do anything \

af fecting VM properties across the pool

uuid ( RO : aaa00ab5-7340- bf bc- 0d1b- 7cf 342639a6e

nane ( RO: vmadmn

description ( RO: The VM Adnministrator role can do anything to a VM
uuid ( RO: fb8d4ff9-310c-a959-0613-54101535d3d5

name ( RO: vm operator

description ( RO: The VM Qperator role can do anything to an already
uuid ( RO: 7233b8e3-each-d7da- 2c95-f 2e581cdbf 4e

nane ( RO : read-only
description ( RO: The Read-Only role can only read val ues

Note:

This list of roles is static; it is not possible to add, remove, or modify roles.

To display a list of current subjects:
¢ Runthe command xe subj ect-1i st

This will return a list of XenServer users, their uuid, and the roles they are associated with:
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uuid ( RO: bb6dd239-1f a9- a06b- a497- 3be28b8dca44

subject-identifier ( RO: S-1-5-21-1539997073-1618981536-2562117463-2244

ot her-config (MRO): subject-nane: exanpl eOl\user_vm admi n; subject-upn: \
user _vm admi n@XENDT. NET; subj ect-uid: 1823475908; subject-gid: 1823474177; \
subj ect-sid: S-1-5-21-1539997073-1618981536-2562117463-2244; subj ect-gecos: \
user _vm adni n; subj ect-di spl ayname: user_vm adni n; subject-is-group: false; \
subj ect - account - di sabl ed: fal se; subject-account-expired: false; \
subj ect -account -1 ocked: fal se;subj ect-password-expired: false

roles (SRO: vmadnin

uuid ( RO : 4fe89a50-6ala- d9dd- af b9- b554cd00c0la
subject-identifier ( RO: S-1-5-21-1539997073-1618981536-2562117463- 2245
ot her-config (MRO): subject-nane: exanpl e02\user_vm op; subject-upn: \
user _vm Op@XENDT. NET; subj ect-uid: 1823475909; subject-gid: 1823474177; \
subj ect-sid: S-1-5-21-1539997073-1618981536- 2562117463- 2245; \
subj ect-gecos: user_vm op; subject-displaynane: user_vmop; \
subj ect-is-group: false; subject-account-disabled: false; \
subj ect -account - expired: false; subject-account-Ilocked: \
fal se; subject-password-expired: false
roles (SRO): vm operator
uuid ( RO : 8a63f bf 0-9ef 4- 4f ef - b4a5- b42984c27267
subject-identifier ( RO: S-1-5-21-1539997073-1618981536-2562117463-2242
ot her-config (MRO): subject-nane: exanpl e03\user_pool _op; \
subj ect -upn: user_pool _op@KENDT. NET; subj ect-uid: 1823475906; \
subj ect-gid: 1823474177; subject-s id:
S-1-5-21-1539997073- 1618981536- 2562117463- 2242; \
subj ect - gecos: user_pool _op; subject-displaynane: user_pool _op; \
subj ect-is-group: false; subject-account-disabled: false; \
subj ect -account -expired: false; subject-account-I|ocked: \
fal se; subject-password-expired: false
roles (SRO): pool -operator

To add a subject to RBAC

In order to enable existing AD users to use RBAC, you will need to create a subject instance within XenServer,
either for the AD user directly, or for one of their containing groups:

1. Run the command xe subj ect - add subj ect - nane=<AD user/ gr oup>

This adds a new subject instance.

To assign an RBAC role to a created subject

Once you have added a subject, you can assign it to an RBAC role. You can refer to the role by either its uuid
or name:

1. Run the command:
xe subj ect-rol e-add uui d=<subj ect uui d> rol e-uui d=<rol e_uui d>
or
xe subj ect-rol e-add uui d=<subj ect uui d> rol e- name=<rol e_nane>

For example, the following command adds a subject with the uuid b9b3d03b- 3d10- 79d3- 8ed7-
a782c5eal3b4 to the Pool Administrator role:

xe subj ect-rol e-add uui d=b9b3d03b- 3d10- 79d3- 8ed7- a782c5eal3b4 rol e- nane=pool - admi n

To change a subject's RBAC role:

To change a user's role it is necessary to remove them from their existing role, and add them to a new role:
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1. Run the commands:

Xe subj ect-rol e-renopve uui d=<subj ect uui d> rol e-name=\
<rol e_nanme_t o_renove>

Xxe subj ect-rol e-add uui d=<subj ect uuid > rol e-nane= \
<rol e_nanme_t o_add>

To ensure that the new role takes effect, the user should be logged out and logged back in again (this requires
the "Logout Active User Connections" permission - available to a Pool Administrator or Pool Operator).

Warning:

Once you have added or removed a pool-admin subject, there can be a delay of a few seconds
for ssh sessions associated to this subject to be accepted by all hosts of the pool.

Auditing
The RBAC audit log will record any operation taken by a logged-in user.

¢ the message will explicitly record the Subject ID and user name associated with the session that invoked the
operation.

e if an operation is invoked for which the subject does not have authorization, this will be logged.

¢ if the operation succeeded then this is recorded; if the operation failed then the error code is logged.

Audit log xe CLI commands
xe audit-log-get [since=<timestamp>] filename=<output filename>

This command downloads to a file all the available records of the RBAC audit file in the pool. If the optional
parameter 'since' is present, then it only downloads the records from that specific point in time.

To obtain all audit records from the pool

Run the following command:

xe audit-log-get filenanme=/tnp/auditl og-pool-actions. out

To obtain audit records of the pool since a precise millisecond timestamp

Run the following command:

xe audit-|og-get since=2009-09-24T17:56: 20. 530Z \
fil ename=/t np/ audi t| og- pool - acti ons. out

To obtain audit records of the pool since a precise minute timestamp

Run the following command:

xe audit-|og-get since=2009-09-24T17:56Z \
fil ename=/tnp/ audi t| og- pool - acti ons. out

How does XenServer compute the roles for the session?

1. The subject is authenticated via the Active Directory server to verify which containing groups the subject may
also belong to.

2. XenServer then verifies which roles have been assigned both to the subject, and to its containing groups.

3. As subjects can be members of multiple Active Directory groups, they will inherit all of the permissions of the
associated roles.
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Active Directory
Users and Groups

Groupl

Group2
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Read-Only
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Pool Operator Pool-Operator

“-_/_, :
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:”j_,ﬁ —_—

Pool Admin Pool-Admin

In this illustration, since Subject 2 (Group 2) is the Pool Operator and User 1 is a member
of Group 2, when Subject 3 (User 1) tries to log in, he or she inherits both Subject
3 (VM Operator) and Group 2 (Pool Operator) roles. Since the Pool Operator role is
higher, the resulting role for Subject 3 (User 1) is Pool Operator and not VM Operator.
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XenServer hosts and resource pools

This chapter describes how resource pools can be created through a series of examples using the xe command
line interface (CLI). A simple NFS-based shared storage configuration is presented and a number of simple VM
management examples are discussed. Procedures for dealing with physical node failures are also described.

Hosts and resource pools overview

A resource pool comprises multiple XenServer host installations, bound together into a single managed entity
which can host Virtual Machines. When combined with shared storage, a resource pool enables VMs to be started
on any XenServer host which has sufficient memory and then dynamically moved between XenServer hosts while
running with minimal downtime (XenMotion). If an individual XenServer host suffers a hardware failure, then the
administrator can restart the failed VMs on another XenServer host in the same resource pool. If high availability
(HA) is enabled on the resource pool, VMs will automatically be moved if their host fails. Up to 16 hosts are
supported per resource pool, although this restriction is not enforced.

A pool always has at least one physical node, known as the master. Only the master node exposes an
administration interface (used by XenCenter and the XenServer Command Line Interface, known as the xe CLI);
the master forwards commands to individual members as necessary.

Note:

If the pool's master fails, master re-election will only take place if High Availability is enabled.

Requirements for creating resource pools

A resource pool is a homogeneous (or heterogeneous with restrictions, see the section called “Creating
heterogeneous resource pools”) aggregate of one or more XenServer hosts, up to a maximum of 16. The definition
of homogeneous is:

¢ the CPUs on the server joining the pool are the same (in terms of vendor, model, and features) as the CPUs
on servers already in the pool.

¢ the server joining the pool is running the same version of XenServer software, at the same patch level, as
servers already in the pool

The software will enforce additional constraints when joining a server to a pool — in particular:

e it is not a member of an existing resource pool

e it has no shared storage configured

¢ there are no running or suspended VMs on the XenServer host which is joining

¢ there are no active operations on the VMs in progress, such as one shutting down

You must also check that the clock of the host joining the pool is synchronized to the same time as the pool
master (for example, by using NTP), that its management interface is not bonded (you can configure this once

the host has successfully joined the pool), and that its management IP address is static (either configured on the
host itself or by using an appropriate configuration on your DHCP server).

XenServer hosts in resource pools may contain different numbers of physical network interfaces and have local
storage repositories of varying size. In practice, it is often difficult to obtain multiple servers with the exact same
CPUs, and so minor variations are permitted. If you are sure that it is acceptable in your environment for hosts
with varying CPUs to be part of the same resource pool, then the pool joining operation can be forced by passing
a--force parameter.

Note:
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The requirement for a XenServer host to have a static IP address to be part of a resource pool
also applies to servers providing shared NFS or iSCSI storage for the pool.

Although not a strict technical requirement for creating a resource pool, the advantages of pools (for example,
the ability to dynamically choose on which XenServer host to run a VM and to dynamically move a VM between
XenServer hosts) are only available if the pool has one or more shared storage repositories. If possible, postpone
creating a pool of XenServer hosts until shared storage is available. Once shared storage has been added, Citrix
recommends that you move existing VMs whose disks are in local storage into shared storage. This can be done
using the xe vm-copy command or XenCenter.

Creating a resource pool

Resource pools can be created using either the XenCenter management console or the CLI. When you join a new
host to a resource pool, the joining host synchronizes its local database with the pool-wide one, and inherits
some settings from the pool:

e VM, local, and remote storage configuration is added to the pool-wide database. All of these will still be tied
to the joining host in the pool unless you explicitly take action to make the resources shared after the join
has completed.

¢ The joining host inherits existing shared storage repositories in the pool and appropriate PBD records are
created so that the new host can access existing shared storage automatically.

¢ Networking information is partially inherited to the joining host: the structural details of NICs, VLANs and
bonded interfaces are all inherited, but policy information is not. This policy information, which must be re-
configured, includes:

¢ the IP addresses of management NICs, which are preserved from the original configuration

¢ the location of the management interface, which remains the same as the original configuration. For
example, if the other pool hosts have their management interface on a bonded interface, then the joining
host must be explicitly migrated to the bond once it has joined. See To add NIC bonds to the pool master
and other hosts for details on how to migrate the management interface to a bond.

e Dedicated storage NICs, which must be re-assigned to the joining host from XenCenter or the CLI, and the
PBDs re-plugged to route the traffic accordingly. This is because IP addresses are not assigned as part of
the pool join operation, and the storage NIC is not useful without this configured correctly. See the section
called “Configuring a dedicated storage NIC” for details on how to dedicate a storage NIC from the CLI.

To join XenServer hosts host1 and host2 into a resource pool using the CLI

1. Open aconsole on XenServer host host2.

2. Command XenServer host host2 to join the pool on XenServer host host1 by issuing the command:

xe pool -joi n mast er-address=<host 1> nmast er - user nanme=<adni ni strators_user nanme> \
mast er - passwor d=<passwor d>

The mast er - addr ess must be set to the fully-qualified domain name of XenServer host host1 and the
passwor d must be the administrator password set when XenServer host host1 was installed.

Naming a resource pool

e  XenServer hosts belong to an unnamed pool by default. To create your first resource pool, rename the
existing nameless pool. Use tab-complete to find the pool _uui d:

xe pool - param set nane-| abel =<"New Pool "> uui d=<pool _uui d>

Creating heterogeneous resource pools

Note:
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Heterogeneous resource pool creation is only available to XenServer Advanced editions and
above. To learn more about XenServer editions and to find out how to upgrade, visit the Citrix
website here.

XenServer 5.6 Service Pack 2 simplifies expanding deployments over time by allowing disparate host hardware
to be joined into a resource pool, known as heterogeneous resource pools. Heterogeneous resource pools are
made possible by leveraging technologies in recent Intel (FlexMigration) and AMD (Extended Migration) CPUs
that provide CPU "masking" or "leveling". These features allow a CPU to be configured to appear as providing
a different make, model, or functionality than it actually does. This enables you to create pools of hosts with
disparate CPUs but still safely support live migrations.

Using XenServer to mask the CPU features of a new server, so that it will match the features of the existing servers
in a pool, requires the following:

¢ the CPUs of the server joining the pool must be of the same vendor (i.e. AMD, Intel) as the CPUs on servers
already in the pool, though the specific type, (family, model and stepping numbers) need not be.

¢ the CPUs of the server joining the pool must support either Intel FlexMigration or AMD Enhanced Migration.

¢ the features of the older CPUs must be a sub-set of the features of the CPUs of the server joining the pool.

¢ the server joining the pool is running the same version of XenServer software, with the same hotfixes installed,
as servers already in the pool.

¢ XenServer Advanced edition or higher.

Creating heterogeneous resource pools is most easily done with XenCenter which will automatically suggest using
CPU masking when possible. Refer to the Pool Requirements section in the XenCenter help for more details. To
display the help in XenCenter press F1.

To add a heterogeneous XenServer host to a resource pool using the xe CLI

1. Find the CPU features of the Pool Master by running the xe host-get-cpu-features command.

2.  On the new server, run the xe host-set-cpu-features command and copy and paste the Pool Master's
features into the f eat ur es parameter. For example:

xe host-set-cpu-features features=<pool_naster's_cpu_ features>
3. Restart the new server.

4. Run the xe pool-join command on the new server to join the pool.

To return a server with masked CPU features back to its normal capabilities, run the xe host-reset-cpu-features
command.

Note:

To display a list of all properties of the CPUs in a host, run the xe host-cpu-info command.

Adding shared storage

For a complete list of supported shared storage types, see the Storage chapter. This section demonstrates how
shared storage (represented as a storage repository) can be created on an existing NFS server.

Adding NFS shared storage to a resource pool using the CLI

1. Open aconsole on any XenServer host in the pool.

2. Create the storage repository on <server:/path> by issuing the command
xe sr-create content-type=user type=nfs nane-|abel =<"Exanpl e SR'> shared=true \

devi ce-confi g: server=<server > \
devi ce- confi g: server pat h=<pat h>
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The device-config:server refers to the hostname of the NFS server and devi ce-
confi g: server pat h refers to the path on the NFS server. Since shar ed is set to true, the shared
storage will be automatically connected to every XenServer host in the pool and any XenServer hosts that
subsequently join will also be connected to the storage. The Universally Unique Identifier (UUID) of the
created storage repository will be printed on the screen.

3. Find the UUID of the pool by the command

xe pool -1i st

4. Set the shared storage as the pool-wide default with the command

xe pool - param set uui d=<pool _uui d> defaul t - SR=<sr _uui d>

Since the shared storage has been set as the pool-wide default, all future VMs will have their disks created
on shared storage by default. See Storage for information about creating other types of shared storage.

Removing a XenServer host from a resource pool

When a XenServer host is removed (ejected) from a pool, the machine is rebooted, reinitialized, and left in a state
equivalent to that after a fresh installation. It is important not to eject a XenServer host from a pool if there is
important data on the local disks.

To remove a host from a resource pool using the CLI

1. Open a console on any host in the pool.

2. Find the UUID of the host by running the command

xe host-1i st

3. Eject the required host from the pool:
xe pool -ej ect host-uui d=<host _uui d>
The XenServer host will be ejected and left in a freshly-installed state.
Warning:

Do not eject a host from a resource pool if it contains important data stored on its local
disks. All of the data will be erased upon ejection from the pool. If you wish to preserve this
data, copy the VM to shared storage on the pool first using XenCenter, or the xe vm-copy
CLI command.

When a XenServer host containing locally stored VMs is ejected from a pool, those VMs will still be present in the
pool database and visible to the other XenServer hosts. They will not start until the virtual disks associated with
them have been changed to point at shared storage which can be seen by other XenServer hosts in the pool, or
simply removed. It is for this reason that you are strongly advised to move any local storage to shared storage
upon joining a pool, so that individual XenServer hosts can be ejected (or physically fail) without loss of data.

Preparing a Pool of XenServer Hosts for Maintenance

Before performing maintenance operations on a XenServer host that is part of a resource pool, you should disable
it (which prevents any VMs from being started on it), then migrate its VMs to another XenServer host in the pool.
This can most readily be accomplished by placing the XenServer host into Maintenance mode using XenCenter.
See the XenCenter Help for details.

Note:

Placing the master host into maintenance mode will result in the loss of the last 24hrs of RRD
updates for offline VMs. This is because the backup synchronization occurs every 24hrs.
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Warning:

Citrix highly recommends rebooting all XenServers prior to installing an update and then
verifying their configuration. This is because some configuration changes only take effect
when a XenServer is rebooted, so the reboot may uncover configuration problems that would
cause the update to fail.

To prepare a XenServer host in a pool for maintenance operations using the CLI

1. Runthe command

xe host -di sabl e uui d=<xenserver _host _uui d>
xe host-evacuat e uui d=<xenserver _host uui d>

This will disable the XenServer host and then migrate any running VMs to other XenServer hosts in the pool.
2.  Perform the desired maintenance operation.

3.  Once the maintenance operation is completed, enable the XenServer host:

xe host-enabl e

Restart any halted VMs and/or resume any suspended VMs.

High Availability

This section explains the XenServer implementation of virtual machine high availability (HA), and how to configure
it using the xe CLI.

Note:

XenServer HA is only available with XenServer Advanced edition or above. To find out about
XenServer editions, visit the Citrix website here.

HA Overview

When HA is enabled, XenServer continually monitors the health of the hosts in a pool. The HA mechanism
automatically moves protected VMs to a healthy host if the current VM host fails. Additionally, if the host that
fails is the master, HA selects another host to take over the master role automatically, so that you can continue
to manage the XenServer pool.

To absolutely guarantee that a host is unreachable, a resource pool configured for high-availability uses several
heartbeat mechanisms to regularly check up on hosts. These heartbeats go through both the storage interfaces
(to the Heartbeat SR) and the networking interfaces (over the management interfaces). Both of these heartbeat
routes can be multi-homed for additional resilience to prevent false positives.

XenServer dynamically maintains a failover plan which details what to do if a set of hosts in a pool fail at any given
time. An important concept to understand is the host failures to tolerate value, which is defined as part of HA
configuration. This determines the number of failures that is allowed without any loss of service. For example, if
a resource pool consisted of 16 hosts, and the tolerated failures is set to 3, the pool calculates a failover plan that
allows for any 3 hosts to fail and still be able to restart VMs on other hosts. If a plan cannot be found, then the
pool is considered to be overcommitted. The plan is dynamically recalculated based on VM lifecycle operations
and movement. Alerts are sent (either through XenCenter or e-mail) if changes (for example the addition on new
VMs to the pool) cause your pool to become overcommitted.

Overcommitting

A pool is overcommitted if the VMs that are currently running could not be restarted elsewhere following a user-
defined number of host failures.

This would happen if there was not enough free memory across the pool to run those VMs following failure.
However there are also more subtle changes which can make HA guarantees unsustainable: changes to Virtual
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Block Devices (VBDs) and networks can affect which VMs may be restarted on which hosts. Currently it is not
possible for XenServer to check all actions before they occur and determine if they will cause violation of HA
demands. However an asynchronous notification is sent if HA becomes unsustainable.

Overcommitment Warning

If you attempt to start or resume a VM and that action causes the pool to be overcommitted, a warning alert is
raised. This warning is displayed in XenCenter and is also available as a message instance through the Xen API.
The message may also be sent to an email address if configured. You will then be allowed to cancel the operation,
or proceed anyway. Proceeding causes the pool to become overcommitted. The amount of memory used by VMs
of different priorities is displayed at the pool and host levels.

Host Fencing

If a server failure occurs such as the loss of network connectivity or a problem with the control stack
is encountered, the XenServer host self-fences to ensure that the VMs are not running on two servers
simultaneously. When a fence action is taken, the server immediately and abruptly restarts, causing all VMs
running on it to be stopped. The other servers will detect that the VMs are no longer running and the VMs will
be restarted according to the restart priorities assign to them. The fenced server will enter a reboot sequence,
and when it has restarted it will try to re-join the resource pool.

Configuration Requirements
To use the HA feature, you need:
e Shared storage, including at least one iSCSI or Fibre Channel LUN of size 356MB or greater- the heartbeat SR.

The HA mechanism creates two volumes on the heartbeat SR:

4MB heartbeat volume
Used for heartbeating.

256MB metadata volume
Stores pool master metadata to be used in the case of master failover.

Note:

For maximum reliability, Citrix strongly recommends that you use a separate iSCSI storage
array as your HA heartbeat disk, which must not be used for any other purpose.

If you are using a NetApp or EqualLogic SR, manually provision an iSCSI LUN on the array to use as the heartbeat
SR.

¢ A XenServer pool (this feature provides high availability at the server level within a single resource pool).

¢ XenServer Advanced edition or higher on all hosts.

e Static IP addresses for all hosts.
Warning:

Should the IP address of a server change while HA is enabled, HA will assume that the host's
network has failed, and will probably fence the host and leave it in an unbootable state. To
remedy this situation, disable HA using the host-emergency-ha-disable command, reset the
pool master using pool-emergency-reset-master, and then re-enable HA.

For a VM to be protected by the HA feature, it must be agile. This means that:
¢ it must have its virtual disks on shared storage (any type of shared storage may be used; the iSCSI or Fibre

Channel LUN is only required for the storage heartbeat and can be used for virtual disk storage if you prefer,
but this is not necessary)

¢ it must not have a connection to a local DVD drive configured
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¢ it should have its virtual network interfaces on pool-wide networks.

Citrix strongly recommends the use of a bonded management interface on the servers in the pool if HA is enabled,
and multipathed storage for the heartbeat SR.

If you create VLANs and bonded interfaces from the CLI, then they may not be plugged in and active despite
being created. In this situation, a VM can appear to be not agile, and cannot be protected by HA. If this occurs,
use the CLI pif-plug command to bring the VLAN and bond PIFs up so that the VM can become agile. You can
also determine precisely why a VM is not agile by using the xe diagnostic-vm-status CLI command to analyze its
placement constraints, and take remedial action if required.

Restart priorities

Virtual machines can assigned a restart priority and a flag to indicates whether or not they should be protected
by HA. When HA is enabled, every effort is made to keep protected virtual machines live. If a restart priority is
specified, any protected VM that is halted will be started automatically. If a server fails then the running VMs
will be started on another server.

An explanation of the restart priorities is shown below:

HA Restart Priority Restart Explanation
0 attempt to start VMs with this priority first
1 attempt to start VMs with this priority, only after having attempted to restart

all VMs with priority O

2 attempt to start VMs with this priority, only after having attempted to restart
all VMs with priority 1

3 attempt to start VMs with this priority, only after having attempted to restart
all VMs with priority 2

best-effort attempt to start VMs with this priority, only after having attempted to restart
all VMs with priority 3

True VMs with this setting are included in the restart plan
False VMs with this setting are NOT included in the restart plan
Warning:

Citrix strongly advises that only StoragelLink Service VMs should be given a restart priority
of 0. All other VMs (including those dependent on a StoragelLink VM) should be assigned a
restart priority 1 or higher.

The "best-effort" HA restart priority must NOT be used in pools with StorageLink SRs.

The restart priorities determine the order in which XenServer attempts to start VMs when a failure occurs. In a
given configuration where a number of server failures greater than zero can be tolerated (as indicated in the HA
panel in the GUI, or by the ha- pl an- exi st s-f or field on the pool object on the CLI), the VMs that have
restart priorities 0 1, 2 or 3 are guaranteed to be restarted given the stated number of server failures. VMs with a
best - ef f ort priority setting are not part of the failover plan and are not guaranteed to be kept running, since
capacity is not reserved for them. If the pool experiences server failures and enters a state where the number of
tolerable failures drops to zero, the protected VMs will no longer be guaranteed to be restarted. If this condition
is reached, a system alert will be generated. In this case, should an additional failure occur, all VMs that have a
restart priority set will behave according to the best - ef f ort behavior.
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If a protected VM cannot be restarted at the time of a server failure (for example, if the pool was overcommitted
when the failure occurred), further attempts to start this VM will be made as the state of the pool changes. This
means that if extra capacity becomes available in a pool (if you shut down a non-essential VM, or add an additional
server, for example), a fresh attempt to restart the protected VMs will be made, which may now succeed.

Note:

No running VM will ever be stopped or migrated in order to free resources for a VM with
al ways-r un=t r ue to be restarted.

Enabling HA on a XenServer pool

HA can be enabled on a pool using either XenCenter or the command-line interface. In either case, you will
specify a set of priorities that determine which VMs should be given highest restart priority when a pool is
overcommitted.

Warning:

When HA is enabled, some operations that would compromise the plan for restarting VMs
may be disabled, such as removing a server from a pool. To perform these operations, HA can
be temporarily disabled, or alternately, VMs protected by HA made unprotected.

Enabling HA using the CLI

1. Verify that you have a compatible Storage Repository (SR) attached to your pool. iSCSI or Fibre Channel
are compatible SR types. Please refer to the reference guide for details on how to configure such a storage
repository using the CLI.

2. For each VM you wish to protect, set a restart priority. You can do this as follows:

xe vm param set uui d=<vm uui d> ha-restart-priority=<1> ha-al ways-run=true
3. Enable HA on the pool:

xe pool - ha-enabl e heartbeat - sr-uui ds=<sr_uui d>

4. Run the pool-ha-compute-max-host-failures-to-tolerate command. This command returns the maximum
number of hosts that can fail before there are insufficient resources to run all the protected VMs in the pool.

xe pool - ha- conput e- max- host-failures-to-tolerate

The number of failures to tolerate determines when an alert is sent: the system will recompute a failover
plan as the state of the pool changes and with this computation the system identifies the capacity of the pool
and how many more failures are possible without loss of the liveness guarantee for protected VMs. A system
alert is generated when this computed value falls below the specified value for ha- host - f ai | ur es-
to-tolerate.

5. Specify the number of failures to tolerate parameter. This should be less than or equal to the computed
value:

xe pool - param set ha-host-failures-to-tol erate=<2>
Removing HA protection from a VM using the CLI

To disable HA features for a VM, use the xe vm-param-set command to set the ha- al ways- r un parameter
to f al se. This does not clear the VM restart priority settings. You can enable HA for a VM again by setting the
ha- al ways- r un parametertotr ue.

Recovering an unreachable host
If for some reason a host cannot access the HA statefile, it is possible that a host may become unreachable.

To recover your XenServer installation it may be necessary to disable HA using the host-emergency-ha-disable
command:
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xe host -energency-ha-di sable --force

If the host was the pool master, then it should start up as normal with HA disabled. Slaves should reconnect and
automatically disable HA. If the host was a Pool slave and cannot contact the master, then it may be necessary to
force the host to reboot as a pool master (xe pool-emergency-transition-to-master) or to tell it where the new
master is (xe pool-emergency-reset-master):

xe pool - energency-transition-to-naster uui d=<host_uui d>
xe pool - ener gency-reset - nast er nast er - addr ess=<new_nmst er _host nane>

When all hosts have successfully restarted, re-enable HA:

xe pool - ha- enabl e heart beat - sr-uui d=<sr _uui d>

Shutting down a host when HA is enabled

When HA is enabled special care needs to be taken when shutting down or rebooting a host to prevent the HA
mechanism from assuming that the host has failed. To shutdown a host cleanly in an HA-enabled environment,
firstdi sabl e the host, then evacuat e the host and finally shut down the host using either XenCenter or the
CLI. To shutdown a host in an HA-enabled environment on the command line:

xe host -di sabl e host =<host _nane>
xe host - evacuat e uui d=<host _uui d>
xe host - shut down host =<host _nane>

Shutting down a VM when it is protected by HA

When a VM is protected under a HA plan and set to restart automatically, it cannot be shut down while this
protection is active. To shut down a VM, first disable its HA protection and then execute the CLI command.
XenCenter offers you a dialog box to automate disabling the protection if you click on the Shutdown button of
a protected VM.

Note:

If you shut down a VM from within the guest, and the VM is protected, it is automatically
restarted under the HA failure conditions. This helps ensure that operator error (or an errant
program that mistakenly shuts down the VM) does not result in a protected VM being left
shut down accidentally. If you want to shut this VM down, disable its HA protection first.

Host Power On

Powering on hosts remotely

You can use the XenServer Host Power On feature to turn a server on and off remotely, either from XenCenter or
by using the CLI. When using Workload Balancing (WLB), you can configure Workload Balancing to turn hosts on
and off automatically as VMs are consolidated or brought back online.

To enable host power, the server must have one of the following power-control solutions:

¢ Wake On LAN enabled network card.

¢ Dell Remote Access Cards (DRAC). To use XenServer with DRAC, you must install the Dell supplemental pack
to get DRAC support. DRAC support requires installing RACADM command-line utility on the server with
the remote access controller and enable DRAC and its interface. RACADM is often included in the DRAC
management software. For more information, see Dell’s DRAC documentation.

¢ Hewlett-Packard Integrated Lights-Out (iLO). To use XenServer with iLO, you must enable iLO on the host and
connect interface to the network. For more information, see HP’s iLO documentation.

¢ A custom script based on the XenAPI that enables you to turn the power on and off through XenServer. For
more information, see the section called “Configuring a Custom Script for XenServer's Host Power On Feature”.
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Using the Host Power On feature requires three tasks:

1. Ensuring the hosts in the pool support controlling the power remotely (that is, they have Wake-on-LAN
functionality, a DRAC or iLO card, or you created custom script).

2. Enabling the Host Power On functionality using the CLI or XenCenter.

3. (Optional.) Configuring automatic Host Power On functionality in Workload Balancing. For information on how
to configure Host Power On in Workload Balancing please refer to the XenServer Workload Balancing User
Guide.

Note:

You must enable Host Power On and configure the Power Management feature in Workload
Balancing before Workload Balancing can turn hosts on and off automatically.

Using the CLI to Manage Host Power On

You can manage the Host Power On feature using either the CLI or XenCenter. This topic provides information
about managing it with the CLI.

Host Power On is enabled at the host level (that is, on each XenServer).
After you enable Host Power On, you can turn hosts on using either the CLI or XenCenter.

After configuration, you can configure and run the Workload Balancing Automation and Host
Power Management features, as described in the Workload Balancing chapter. To enable Workload
Balancing's Host Power Management feature, use the pool-send-wlb-configuration command with the
ParticipatesinPowerManagement=<true> \ config:set_host_configuration=<true> arguments.

To enable Host Power On using the CLI

1. Run the command:
xe host - set - power - on host =<host uui d>\
power - on- node=("" "wake-on-1 an",
"i LO', "DRAC', "custoni)
power - on- conf i g: key=val ue

For iLO and DRAC the keys are power _on_i p, power_on_user, power _on_password. Use
power _on_passwor d to specify the password if you are using the secret feature.

To turn on hosts remotely using the CLI

1. Run the command:

xe host - power-on host =<host uui d>

Configuring a Custom Script for XenServer's Host Power On Feature

If your servers' remote-power solution uses a protocol that is not supported by default (such as Wake-On-Ring
or Intel Active Management Technology), you can create a custom Linux Python script to turn on your XenServer
computers remotely. However, you can also can create custom scripts for iLO, DRAC, and Wake-On-LAN remote-
power solutions.

This topic provides information about configuring a custom script for Host Power On using the key/value pairs
associated with the XenServer APl call host . power _on.

When you create a custom script, run it from the command line each time you want to control power remotely
on XenServer. Alternatively, you can specify it in XenCenter and use the XenCenter Ul features to interact with it.
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The XenServer APl is documented in the document, the [Citrix XenServer Management API], which is available
from the Citrix Web site.

Note:

Do not modify the scripts provided by default in the /etc/xapi.d/plugins/ directory. You can
include new scripts in this directory, but you should never modify the scripts contained in
that directory after installation.

Key/Value Pairs

To use Host Power On, you must configure the host.power_on_mode and host.power_on_config keys. Their
values are provided below.

There is also an API call that lets you set these fields all at once:
void host.set_host_power_on_mode(string mode, Dictionary<string,string> config)
host.power_on_mode

¢ Definition: This contains key/value pairs to specify the type of remote-power solution (for example, Dell DRAC).
¢ Possible values:

e An empty string, representing power-control disabled

e "iLO". Lets you specify HP iLO.

e "DRAC". Lets you specify Dell DRAC. To use DRAC, you must have already installed the Dell supplemental
pack.

¢ "wake-on-lan". Lets you specify Wake on LAN.

¢ Any other name (used to specify a custom power-on script). This option is used to specify a custom script
for power management.

e Type: string

host.power_on_config

¢ Definition: This contains key/value pairs for mode configuration. Provides additional information for iLO and
DRAC.

¢ Possible values:

¢ If you configured iLO or DRAC as the type of remote-power solution, you must also specify one of the
following keys:

e "power_on_ip". This is the IP address you specified configured to communicate with the power-control
card. Alternatively, you can enter the domain name for the network interface where iLO or DRAC is
configured.

e "power_on_user". This is the iLO or DRAC user name that is associated with the management processor,
which you may or may not have changed from its factory default settings.

e "power_on_password_secret". Specifies using the secrets feature to secure your password.
¢ To use the secrets feature to store your password, specify the key "power_on_password_secret".
¢ Type: Map (string,string)
Sample Script
This sample script imports the XenServer API, defines itself as a custom script, and then passes parameters
specific to the host you want to control remotely. You must define the parameters sessi on, r enot e_host,

and power _on_confi g in all custom scripts.

The result is only displayed when the script is unsuccessful.
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i mport XenAPI

def custon{session, renote_host,
power _on_confi g):

resul t ="Power On Not Successful"
for key in power_on_config. keys():
resul t=resul t+"

key="+key+"

val ue="+power _on_confi g[ key]
return result

Note:

After creation, save the script in the /etc/xapi.d/plugins with a .py extension.
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Storage

This chapter discusses the framework for storage abstractions. It describes the way physical storage hardware of
various kinds is mapped to VMs, and the software objects used by the XenServer host API to perform storage-
related tasks. Detailed sections on each of the supported storage types include procedures for creating storage for
VMs using the CLI, with type-specific device configuration options, generating snapshots for backup purposes and
some best practices for managing storage in XenServer host environments. Finally, the virtual disk QoS (quality
of service) settings are described.

Storage Overview

This section explains what the XenServer storage objects are and how they are related to each other.

Storage Repositories (SRs)

XenServer defines a container called a storage repository (SR) to describe a particular storage target, in which
Virtual Disk Images (VDIs) are stored. A VDI is a disk abstraction which contains the contents of a virtual disk.

The interface to storage hardware allows VDIs to be supported on a large number of SR types. The XenServer SR
is very flexible, with built-in support for IDE, SATA, SCSI and SAS drives locally connected, and iSCSI, NFS, SAS and
Fibre Channel remotely connected. The SR and VDI abstractions allow advanced storage features such as sparse
provisioning, VDI snapshots, and fast cloning to be exposed on storage targets that support them. For storage
subsystems that do not inherently support advanced operations directly, a software stack is provided based on
Microsoft's Virtual Hard Disk (VHD) specification which implements these features.

Each XenServer host can use multiple SRs and different SR types simultaneously. These SRs can be shared between
hosts or dedicated to particular hosts. Shared storage is pooled between multiple hosts within a defined resource
pool. A shared SR must be network accessible to each host. All hosts in a single resource pool must have at least
one shared SR in common.

SRs are storage targets containing virtual disk images (VDIs). SR commands provide operations for creating,
destroying, resizing, cloning, connecting and discovering the individual VDlIs that they contain.

A storage repository is a persistent, on-disk data structure. For SR types that use an underlying block device, the
process of creating a new SR involves erasing any existing data on the specified storage target. Other storage
types such as NFS, Netapp, Equallogic and StorageLink SRs, create a new container on the storage array in parallel
to existing SRs.

CLI operations to manage storage repositories are described in the section called “SR Commands”.

Virtual Disk Images (VDlIs)

Virtual Disk Images are a storage abstraction that is presented to a VM. VDIs are the fundamental unit of
virtualized storage in XenServer. Similar to SRs, VDIs are persistent, on-disk objects that exist independently of
XenServer hosts. CLI operations to manage VDIs are described in the section called “VDI Commands”. The actual
on-disk representation of the data differs by the SR type and is managed by a separate storage plugin interface
for each SR, called the SM API.

Physical Block Devices (PBDs)

Physical Block Devices represent the interface between a physical server and an attached SR. PBDs are connector
objects that allow a given SR to be mapped to a XenServer host. PBDs store the device configuration fields that
are used to connect to and interact with a given storage target. For example, NFS device configuration includes
the IP address of the NFS server and the associated path that the XenServer host mounts. PBD objects manage
the run-time attachment of a given SR to a given XenServer host. CLI operations relating to PBDs are described
in the section called “PBD Commands”.
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Virtual Block Devices (VBDs)
Virtual Block Devices are connector objects (similar to the PBD described above) that allows mappings between
VDIs and VMs. In addition to providing a mechanism for attaching (also called plugging) a VDI into a VM, VBDs

allow for the fine-tuning of parameters regarding QoS (quality of service), statistics, and the bootability of a given
VDI. CLI operations relating to VBDs are described in the section called “VBD Commands”.

Summary of Storage objects

The following image is a summary of how the storage objects presented so far are related:

e )

XenServer Host PBD - ~ VM
VDI
.
r ~\
XenServer Host PBD VDI /
B VM
VDI — |
XenServer Host PBD

o /

Graphical overview of storage repositories and related objects

Virtual Disk Data Formats
In general, there are three types of mapping of physical storage to a VDI:

* File-based VHD on a Filesystem; VM images are stored as thin-provisioned VHD format files on either a local
non-shared Filesystem (EXT type SR) or a shared NFS target (NFS type SR)

¢ logical Volume-based VHD on a LUN; The default XenServer blockdevice-based storage inserts a Logical Volume
manager on a disk, either a locally attached device (LVM type SR) or a SAN attached LUN over either Fibre
Channel (LVMoHBA type SR), iSCSI (LVMoISCSI type SR) or SAS (LVMoHBA type Sr). VDIs are represented as
volumes within the Volume manager and stored in VHD format to allow thin provisioning of reference nodes
on snapshot and clone.

e LUN per VDI; LUNs are directly mapped to VMs as VDIs by SR types that provide an array-specific plugin
(Netapp, Equallogic or StorageLink type SRs). The array storage abstraction therefore matches the VDI storage
abstraction for environments that manage storage provisioning at an array level.

VHD-based VDIs

VHD files may be chained, allowing two VDlIs to share common data. In cases where a VHD-backed VM is cloned,
the resulting VMs share the common on-disk data at the time of cloning. Each proceeds to make its own changes
in an isolated copy-on-write (CoW) version of the VDI. This feature allows VHD-based VMs to be quickly cloned
from templates, facilitating very fast provisioning and deployment of new VMs.

The VHD format used by LVM-based and File-based SR types in XenServer uses sparse provisioning. The image
file is automatically extended in 2MB chunks as the VM writes data into the disk. For File-based VHD, this has the
considerable benefit that VM image files take up only as much space on the physical storage as required. With
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LVM-based VHD the underlying logical volume container must be sized to the virtual size of the VDI, however
unused space on the underlying CoW instance disk is reclaimed when a snapshot or clone occurs. The difference
between the two behaviors can be characterized in the following way:

e For LVM-based VHDs, the difference disk nodes within the chain consume only as much data as has been
written to disk but the leaf nodes (VDI clones) remain fully inflated to the virtual size of the disk. Snapshot
leaf nodes (VDI snapshots) remain deflated when not in use and can be attached Read-only to preserve the
deflated allocation. Snapshot nodes that are attached Read-Write will be fully inflated on attach, and deflated
on detach.

¢ For file-based VHDs, all nodes consume only as much data as has been written, and the leaf node files grow
to accommodate data as it is actively written. If a 100GB VDI is allocated for a new VM and an OS is installed,
the VDI file will physically be only the size of the OS data that has been written to the disk, plus some minor
metadata overhead.

When cloning VMs based off a single VHD template, each child VM forms a chain where new changes are written
to the new VM, and old blocks are directly read from the parent template. If the new VM was converted into a
further template and more VMs cloned, then the resulting chain will result in degraded performance. XenServer
supports a maximum chain length of 30, but it is generally not recommended that you approach this limit without
good reason. If in doubt, you can always "copy" the VM using XenServer or the vm-copy command, which resets
the chain length back to 0.

VHD Chain Coalescing

VHD images support chaining, which is the process whereby information shared between one or more VDlIs is
not duplicated. This leads to a situation where trees of chained VDIs are created over time as VMs and their
associated VDIs get cloned. When one of the VDIs in a chain is deleted, XenServer rationalizes the other VDlIs in
the chain to remove unnecessary VDlIs.

This coalescing process runs asynchronously. The amount of disk space reclaimed and the time taken to perform
the process depends on the size of the VDI and the amount of shared data. Only one coalescing process will ever
be active for an SR. This process thread runs on the SR master host.

If you have critical VMs running on the master server of the pool and experience occasional slow 10 due to this
process, you can take steps to mitigate against this:

¢ Migrate the VM to a host other than the SR master

e Set the disk 10 priority to a higher level, and adjust the scheduler. See the section called “Virtual disk QoS
settings” for more information.

Space Utilization

Space utilization is always reported based on the current allocation of the SR, and may not reflect the amount
of virtual disk space allocated. The reporting of space for LVM-based SRs versus File-based SRs will also differ
given that File-based VHD supports full thin provisioning, while the underlying volume of an LVM-based VHD will
be fully inflated to support potential growth for writeable leaf nodes. Space utilization reported for the SR will
depend on the number of snapshots, and the amount of difference data written to a disk between each snapshot.

LVM-based space utilization differs depending on whether an LVM SR is upgraded or created as a new SR in
XenServer. Upgraded LVM SRs will retain a base node that is fully inflated to the size of the virtual disk, and any
subsequent snapshot or clone operations will provision at least one additional node that is fully inflated. For new
SRs, in contrast, the base node will be deflated to only the data allocated in the VHD overlay.

When VHD-based VDIs are deleted, the space is marked for deletion on disk. Actual removal of allocated data
may take some time to occur as it is handled by the coalesce process that runs asynchronously and independently
for each VHD-based SR.

LUN-based VDIs

Mapping a raw LUN as a Virtual Disk image is typically the most high-performance storage method. For
administrators that want to leverage existing storage SAN infrastructure such as Netapp, Equallogic or StorageLink
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accessible arrays, the array snapshot, clone and thin provisioning capabilities can be exploited directly using one
of the array specific adapter SR types (Netapp, Equallogic or Storagelink). The virtual machine storage operations
are mapped directly onto the array APIs using a LUN per VDI representation. This includes activating the data
path on demand such as when a VM is started or migrated to another host.

Managed NetApp LUNs are accessible using the NetApp SR driver type, and are hosted on a Network Appliance
device running a version of Ontap 7.0 or greater. LUNs are allocated and mapped dynamically to the host using
the XenServer host management framework.

Equallogic storage is accessible using the EqualLogic SR driver type, and is hosted on an EqualLogic storage array
running a firmware version of 4.0 or greater. LUNs are allocated and mapped dynamically to the host using the
XenServer host management framework.

For further information on StoragelLink supported array systems and the various capabilities in each case, please
refer to the StoragelLink documentation directly.

Storage Repository Types

The storage repository types supported in XenServer are provided by plugins in the control domain; these
can be examined and plugins supported third parties can be added to the / opt / xensour ce/ smdirectory.
Modification of these files is unsupported, but visibility of these files may be valuable to developers and power
users. New storage manager plugins placed in this directory are automatically detected by XenServer. Use the
sm-list command (see the section called “Storage Manager Commands”) to list the available SR types.

New storage repositories are created using the New Storage wizard in XenCenter. The wizard guides you through
the various probing and configuration steps. Alternatively, use the sr-create command. This command creates
a new SR on the storage substrate (potentially destroying any existing data), and creates the SR APl object
and a corresponding PBD record, enabling VMs to use the storage. On successful creation of the SR, the PBD
is automatically plugged. If the SR shar ed=t r ue flag is set, a PBD record is created and plugged for every
XenServer Host in the resource pool.

All XenServer SR types support VDI resize, fast cloning and snapshot. SRs based on the LVM SR type (local, iSCSI,
or HBA) provide thin provisioning for snapshot and hidden parent nodes. The other SR types support full thin
provisioning, including for virtual disks that are active.

Note:

Automatic LVM metadata archiving is disabled by default. This does not prevent metadata
recovery for LVM groups.

Warning:

When VHD VDIs are not attached, for example in the case of a VDI snapshot, they are stored
by default thinly-provisioned. Because of this it is imperative to ensure that there is sufficient
disk-space available for the VDI to become thickly provisioned when attempting to attach it.

VDI clones, however, are thickly-provisioned.

The maximum supported VDI sizes are:

EXT3 2TB
LVM 2TB
NetApp 2TB
EquallLogic 15TB
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Storage type Maximum VDI size

ONTAP(NetApp) 12TB

Local LVM

The Local LVM type presents disks within a locally-attached Volume Group.

By default, XenServer uses the local disk on the physical host on which it is installed. The Linux Logical Volume
Manager (LVM) is used to manage VM storage. A VDI is implemented in VHD format in an LVM logical volume
of the specified size.

XenServer versions prior to 5.6 Service Pack 2 did not use the VHD format and will remain in legacy mode. See the
section called “Upgrading LVM storage from XenServer 5.0 or earlier” for information about upgrading a storage
repository to the new format.

Creating a local LVM SR (lvm)

Device-config parameters for lvm SRs are:

Parameter Name Description Required?

Device device name on the local host to Yes
use for the SR

To create a local lvm SR on / dev/ sdb use the following command.

Xxe sr-create host-uuid=<valid_uui d> content-type=user \
name- | abel =<"Exanpl e Local LVM SR'> shared=fal se \
devi ce-confi g: devi ce=/ dev/ sdb type=lvm

Local EXT3 VHD
The Local EXT3 VHD type represents disks as VHD files stored on a local path.

Local disks can also be configured with a local EXT SR to serve VDIs stored in the VHD format. Local disk EXT SRs
must be configured using the XenServer CLI.

By definition, local disks are not shared across pools of XenServer host. As a consequence, VMs whose VDIs are
stored in SRs on local disks are not agile-- they cannot be migrated between XenServer hosts in a resource pool.

Creating a local EXT3 SR (ext)

Device-config parameters for ext SRs:

Parameter Name Description Required?

Device device name on the local host to Yes
use for the SR

To create a local ext SR on / dev/ sdb use the following command:

Xxe sr-create host-uui d=<valid_uui d> content-type=user \
name- | abel =<"Exanpl e Local EXT3 SR'> shared=fal se \
devi ce_confi g: devi ce=/ dev/ sdb type=ext
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The udevV type represents devices plugged in using the udev device manager as VDlIs.

XenServer has two SRs of type udev that represent removable storage. One is for the CD or DVD disk in the
physical CD or DVD-ROM drive of the XenServer host. The other is for a USB device plugged into a USB port of
the XenServer host. VDIs that represent the media come and go as disks or USB sticks are inserted and removed.

ISO

The ISO type handles CD images stored as files in ISO format. This SR type is useful for creating shared ISO libraries.
For storage repositories that store a library of ISOs, the cont ent - t ype parameter must be setto i so.

For example:

xe sr-create host-uuid=<valid_uuid> content-type=iso \
t ype=i so nane-| abel =<"Exanpl e | SO SR'> \
devi ce_config:l ocati on=<nfs server: pat h>>

Equallogic

The Equallogic SR type maps LUNs to VDIs on an EquallLogic array group, allowing for the use of fast snapshot
and clone features on the array.

If you have access to an Equallogic filer, you can configure a custom EqualLogic storage repository for VM storage
on you XenServer deployment. This allows the use of the advanced features of this filer type. Virtual disks are
stored on the filer using one LUN per virtual disk. Using this storage type will enable the thin provisioning,
snapshot, and fast clone features of this filer.

Consider your storage requirements when deciding whether to use the specialized SR plugin, or to use the generic
LVM/iSCSI storage backend. By using the specialized plugin, XenServer will communicate with the filer to provision
storage. Some arrays have a limitation of seven concurrent connections, which may limit the throughput of control
operations. Using the plugin will allow you to make use of the advanced array features, however, so will make
backup and snapshot operations easier.

Warning:

There are two types of administration accounts that can successfully access the EquallLogic
SM plugin:

e A group administration account which has access to and can manage the entire group and
all storage pools.

¢ Apool administrator account that can manage only the objects (SR and VDI snapshots) that
are in the pool or pools assigned to the account.

Creating a shared EqualLogic SR

Device-config parameters for EquallLogic SRs:

Parameter Name Description Optional?

target the IP address or hostname of the Equallogic array no
that hosts the SR

username the login username used to manage the LUNs on the no
array

password the login password used to manage the LUNs on the no
array
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Parameter Name Description Optional?
storagepool the storage pool name no
chapuser the username to be used for CHAP authentication yes
chappassword the password to be used for CHAP authentication yes
allocation specifies whether to use thick or thin provisioning. yes

Default is thick. Thin provisioning reserves a minimum
of 10% of volume space.

snap-reserve-percentage sets the amount of space, as percentage of volume yes
reserve, to allocate to snapshots. Default is 100%.

snap-depletion sets the action to take when snapshot reserve spaceis yes
exceeded. vol ure- of f | i ne sets the volume and
all its snapshots offline. This is the default action.
The del et e- ol dest action deletes the oldest
snapshot until enough space is available for creating
the new snapshot.

control Certain customer configurations may require separate  yes
IP addresses for the control and iSCSI target
interfaces; use this option to specify a different
control IP address from the device-config target
address.

Use the sr-create command to create an EqualLogic SR. For example:

Xxe sr-create host-uui d=<valid_uuid> content-type=user \
name- | abel =<"Exanpl e shared Equal Logic SR'> \
shared=true devi ce-config:target=<target ip>\

devi ce-confi g: user nane=<adm n_user nane> \

devi ce-confi g: passwor d=<admi n_passwor d> \

devi ce- confi g: st oragepool =<ny_st or agepool > \

devi ce- confi g: chapuser =<chapuser nane> \

devi ce- confi g: chappasswor d=<chapuser passwor d> \

devi ce-confi g: al | ocati on=<t hi ck> \

t ype=equa

Equallogic VDI Snapshot space allocation with XenServer EquallLogic Adapter

When you create a SR using the EquallLogic plug-in, you specify a storage pool in which the SR is created. This
assumes that the free space in the storage pool will be used for creating the VDIs, and for snapshot and clones
when requested. If the storage pool comprises of all the "member arrays" in the EquallLogic group then the plug-
in will use all of the space on the SAN for creating VDIs. When the SR is created, a small amount of meta data
is created, called the SR Management Volume. This will be displayed as the smallest volume (30MB). All of the
VDlIs in the SR are created with 100% space reserved for snapshots by default. This will also override the Group
Defaults that are set by the administrator from the EqualLogic GUI/CLI. You can change this default by using a
sm conf i g parameter while creating a VDI via the xe CLI.

Creating a VDI using the CLI

To create a VDI using CLI use the xe vdi-create command:

xe vdi-create virtual -si ze=10G B nane-| abel =t estvdi \
Sr-uui d=<sr _uui d>> type=user smconfig:allocation=<thin | thick>\
sm confi g: snap-reserve- percent age=<Per cent age I ntegral Value>\
sm confi g: snap- depl eti on=<del et e-ol dest | vol une-offline>
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Where <sr_uuid> is the UUID of the SR of type Dell EqualLogic.

sm confi g: all ocati on controls whether the VDI volume is provisioned as a thin volume or not.
Setting sm confi g: al | ocat i on=t hi n will create a volume with thin provisioning enabled. Setting sm
confi g: al | ocati on=t hi ck will create a volume with thick provisioning disabled. If the type of allocation
is not specified, the default allocation for the SR is used to provision the VDI volume.

sm confi g: snap-reserve- per cent age specifies the amount of space, in terms of percentage of
volume, to reserve for volume snapshots.

sm confi g: snap- depl et i on specifies the snapshot space recovery policy action taken when the space
reserved for snapshots has been exceeded. Setting snt confi g: snap- depl eti on=del et e- ol dest
deletes the oldest snapshots until sufficient space is recovered (the default).

Setting sm conf i g: snap- depl et i on=vol une- of f| i ne sets the volume and snapshots offline. Active
iSCSI connections will be terminated before a snapshot is automatically deleted.

NetApp

The NetApp type maps LUNs to VDIs on a NetApp server, enabling the use of fast snapshot and clone features
on the filer.

Note:

NetApp and EqualLogic SRs require XenServer Advanced edition or above to use the special
integration with the NetApp and Dell EquallLogic SR types, but you can use them as ordinary
iSCSI, FC, or NFS storage with free XenServer, without the benefits of direct control of
hardware features. To find out about XenServer editions and how to upgrade, visit the Citrix
website here.

If you have access to Network Appliance™ (NetApp) storage with sufficient disk space, running a version of Data
ONTAP 7G (version 7.0 or greater), you can configure a custom NetApp storage repository for VM storage on your
XenServer deployment. The XenServer driver uses the ZAPI interface to the storage to create a group of FlexVols
that correspond to an SR. VDIs are created as virtual LUNs on the storage, and attached to XenServer hosts using
an iSCSI data path. There is a direct mapping between a VDI and a raw LUN that does not require any additional
volume metadata. The NetApp SR is a managed volume and the VDIs are the LUNs within the volume. VM cloning
uses the snapshotting and cloning capabilities of the storage for data efficiency and performance and to ensure
compatibility with existing ONTAP management tools.

As with the iSCSI-based SR type, the NetApp driver also uses the built-in software initiator and its assigned host
IQN, which can be modified by changing the value shown on the General tab when the storage repository is
selected in XenCenter.

The easiest way to create NetApp SRs is to use XenCenter. See the XenCenter help for details. See the section
called “Creating a shared NetApp SR over iSCSI” for an example of how to create them using the xe CLI.

FlexVols

NetApp uses FlexVols as the basic unit of manageable data. There are limitations that constrain the design of
NetApp-based SRs. These are:

e maximum number of FlexVols per filer
¢ maximum number of LUNs per network port

e maximum number of snapshots per FlexVol

Precise system limits vary per filer type, however as a general guide, a FlexVol may contain up to 200 LUNs, and
provides up to 255 snapshots. Because there is a one-to-one mapping of LUNs to VDIs, and because often a VM
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will have more than one VDI, the resource limitations of a single FlexVol can easily be reached. Also, the act of
taking a snapshot includes snapshotting all the LUNs within a FlexVol and the VM clone operation indirectly relies
on snapshots in the background as well as the VDI snapshot operation for backup purposes.

There are two constraints to consider when mapping the virtual storage objects of the XenServer host to the
physical storage. To maintain space efficiency it makes sense to limit the number of LUNs per FlexVol, yet at
the other extreme, to avoid resource limitations a single LUN per FlexVol provides the most flexibility. However,
because there is a vendor-imposed limit of 200 or 500 FlexVols, per filer (depending on the NetApp model), this
creates a limit of 200 or 500 VDIs per filer and it is therefore important to select a suitable number of FlexVols
taking these parameters into account.

Given these resource constraints, the mapping of virtual storage objects to the Ontap storage system has been
designed in the following manner. LUNs are distributed evenly across FlexVols, with the expectation of using VM
UUIDs to opportunistically group LUNs attached to the same VM into the same FlexVol. This is a reasonable usage
model that allows a snapshot of all the VDIs in a VM at one time, maximizing the efficiency of the snapshot
operation.

An optional parameter you can set is the number of FlexVols assigned to the SR. You can use between 1 and
32 FlexVols; the default is 8. The trade-off in the number of FlexVols to the SR is that, for a greater number of
FlexVols, the snapshot and clone operations become more efficient, because there are fewer VMs backed off the
same FlexVol. The disadvantage is that more FlexVol resources are used for a single SR, where there is a typical
system-wide limitation of 200 for some smaller filers.

Aggregates

When creating a NetApp driver-based SR, you select an appropriate aggregate. The driver can be probed for non-
traditional type aggregates, that is, newer-style aggregates that support FlexVols, and lists all aggregates available
and the unused disk space on each.

Note:

Aggregate probing is only possible at sr-create time so that the aggregate can be specified at
the point that the SR is created, but is not probed by the sr-probe command.

Citrix strongly recommends that you configure an aggregate exclusively for use by XenServer storage, because
space guarantees and allocation cannot be correctly managed if other applications are sharing the resource.

Thick or thin provisioning

When creating NetApp storage, you can also choose the type of space management used. By default, allocated
space is thickly provisioned to ensure that VMs never run out of disk space and that all virtual allocation
guarantees are fully enforced on the filer. Selecting thick provisioning ensures that whenever a VDI (LUN) is
allocated on the filer, sufficient space is reserved to guarantee that it will never run out of space and consequently
experience failed writes to disk. Due to the nature of the Ontap FlexVol space provisioning algorithms the best
practice guidelines for the filer require that at least twice the LUN space is reserved to account for background
snapshot data collection and to ensure that writes to disk are never blocked. In addition to the double disk
space guarantee, Ontap also requires some additional space reservation for management of unique blocks across
snapshots. The guideline on this amount is 20% above the reserved space. The space guarantees afforded by
thick provisioning will reserve up to 2.4 times the requested virtual disk space.

The alternative allocation strategy is thin provisioning, which allows the administrator to present more storage
space to the VMs connecting to the SR than is actually available on the SR. There are no space guarantees,
and allocation of a LUN does not claim any data blocks in the FlexVol until the VM writes data. This might be
appropriate for development and test environments where you might find it convenient to over-provision virtual
disk space on the SR in the anticipation that VMs might be created and destroyed frequently without ever utilizing
the full virtual allocated disk.

Warning:
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If you are using thin provisioning in production environments, take appropriate measures to
ensure that you never run out of storage space. VMs attached to storage that is full will fail
to write to disk, and in some cases may fail to read from disk, possibly rendering the VM
unusable.

FAS Deduplication

FAS Deduplication is a NetApp technology for reclaiming redundant disk space. Newly-stored data objects are
divided into small blocks, each block containing a digital signature, which is compared to all other signatures in
the data volume. If an exact block match exists, the duplicate block is discarded and the disk space reclaimed.
FAS Deduplication can be enabled on thin provisioned NetApp-based SRs and operates according to the default
filer FAS Deduplication parameters, typically every 24 hours. It must be enabled at the point the SR is created and
any custom FAS Deduplication configuration must be managed directly on the filer.

Access Control

Because FlexVol operations such as volume creation and volume snapshotting require administrator privileges
on the filer itself, Citrix recommends that the XenServer host is provided with suitable administrator username
and password credentials at configuration time. In situations where the XenServer host does not have full
administrator rights to the filer, the filer administrator could perform an out-of-band preparation and provisioning
of the filer and then introduce the SR to the XenServer host using XenCenter or the sr-introduce xe CLI command.
Note, however, that operations such as VM cloning or snapshot generation will fail in this situation due to
insufficient access privileges.

Licenses

You need to have an iSCSI license on the NetApp filer to use this storage repository type; for the generic plugins
you need either an iSCSI or NFS license depending on the SR type being used.

Further information

For more information about NetApp technology, see the following links:

¢ General information on NetApp products
e Data ONTAP

e FlexVol

e FlexClone

e RAID-DP

* Snapshot

e FilerView

Creating a shared NetApp SR over iSCSI

Device-config parameters for NetApp SRs:

Parameter Name Description Optional?
target the IP address or hostname of the NetApp server that hosts the no

SR
controlport the port for the http or https connection to the NetApp server yes

that hosts the SR. If usehttps is not set, it will default to port 80.
Otherwise, it will default to port 443.
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Parameter Name Description Optional?

usehttps specifies whether to use a secure TLS-based connection to the vyes
NetApp server that hosts the SR [true|false]. Default is false.

username the login username used to manage the LUNs on the filer no
password the login password used to manage the LUNs on the filer no
aggregate the aggregate name on which the FlexVol is created Required for
sr_create
FlexVols the number of FlexVols to allocate to each SR yes
chapuser the username for CHAP authentication yes
chappassword the password for CHAP authentication yes
allocation specifies whether to provision LUNs using thick or thin vyes

provisioning. Default is thick

asis specifies whether to use FAS Deduplication if available. Default yes
is false

Setting the SR ot her-config: multiplier parameter to a valid value adjusts the default multiplier
attribute. By default XenServer allocates 2.4 times the requested space to account for snapshot and metadata
overhead associated with each LUN. To save disk space, you can set the multiplier to a value >= 1. Setting the
multiplier should only be done with extreme care by system administrators who understand the space allocation
constraints of the NetApp filer. If you try to set the amount to less than 1, for example, in an attempt to pre-
allocate very little space for the LUN, the attempt will most likely fail.

Settingthe SRot her - confi g: enforce_al | ocat i on parametertot r ue resizes the FlexVols to precisely
the amount specified by either the mul ti pl i er value above, or the default 2.4 value.

Note:

This works on new VDI creation in the selected FlexVol, or on all FlexVols during an SR scan
and overrides any manual size adjustments made by the administrator to the SR FlexVols.

To create a NetApp SR, use the following command.

Xe sr-create host-uui d=<val i d_uui d> content-type=user \
nane- | abel =<"Exanpl e shared Net App SR'> shared=true \
devi ce-config:target=<192. 168. 1. 10> devi ce-confi g: user nane=<admi n_user name> \
devi ce-confi g: passwor d=<admi n_passwor d> \

t ype=Net App
Managing VDIs in a NetApp SR

Due to the complex nature of mapping VM storage objects onto NetApp storage objects such as LUNSs,
FlexVols and disk Aggregates, the plugin driver makes some general assumptions about how storage objects
should be organized. The default number of FlexVols that are managed by an SR instance is 8, named
XenStorage_<SR_UUID>_FV<#> where # is a value between 0 and the total number of FlexVols assigned. This
means that VDIs (LUNs) are evenly distributed across any one of the FlexVols at the point that the VDI is
instantiated. The only exception to this rule is for groups of VM disks which are opportunistically assigned to the
same FlexVol to assist with VM cloning, and when VDIs are created manually but passed a virhi nt flag that
informs the backend of the FlexVol to which the VDI should be assigned. The vmhint may be a random string, such
as a uuid that is re-issued for all subsequent VDI creation operations(to ensure grouping in the same FlexVol),
or it can be a simple FlexVol number to correspond to the FlexVol naming convention applied on the Filer. Using
either of the following 2 commands, a VDI created manually using the CLI can be assigned to a specific FlexVol:

41



CiTRIX

xe vdi-create uuid=<valid_vdi_uuid> sr-uuid=<valid_sr_uuid>\
smconfig: vmhi nt=<val i d_vm uui d>

xe vdi-create uuid=<valid vdi uuid> sr-uuid=<valid sr_uuid>\
smconfig: virhi nt=<val i d_f| exvol _nunber >

Taking VDI snapshots with a NetApp SR

Cloning a VDI entails generating a snapshot of the FlexVol and then creating a LUN clone backed off the snapshot.
When generating a VM snapshot you must snapshot each of the VMs disks in sequence. Because all the disks are
expected to be located in the same FlexVol, and the FlexVol snapshot operates on all LUNs in the same FlexVol,
it makes sense to re-use an existing snapshot for all subsequent LUN clones. By default, if no snapshot hint is
passed into the backend driver it will generate a random ID with which to name the FlexVol snapshot. There is
a CLI override for this value, passed in as an epochhi nt . The first time the epochhi nt value is received, the
backend generates a new snapshot based on the cookie name. Any subsequent snapshot requests with the same
epochhi nt value will be backed off the existing snapshot:

xe vdi - snapshot uui d=<val i d_vdi _uui d> dri ver - par ans: epochhi nt =<cooki e>

During NetApp SR provisioning, additional disk space is reserved for snapshots. If you plan to not use the
snapshotting functionality, you might want to free up this reserved space. To do so, you can reduce the value of
theot her-config: nmul tiplier parameter. By default the value of the multiplier is 2.4, so the amount of
space reserved is 2.4 times the amount of space that would be needed for the FlexVols themselves.

Software iSCSI Support

XenServer provides support for shared SRs on iSCSI LUNs. iSCSI is supported using the open-iSCSI software iSCSI
initiator or by using a supported iSCSI Host Bus Adapter (HBA). The steps for using iSCSI HBAs are identical to
those for Fibre Channel HBAs, both of which are described in the section called “Creating a shared LVM over Fibre
Channel / iSCSI HBA or SAS SR (lvmohba)”.

Shared iSCSI support using the software iSCSl initiator is implemented based on the Linux Volume Manager (LVM)
and provides the same performance benefits provided by LVM VDIs in the local disk case. Shared iSCSI SRs using
the software-based host initiator are capable of supporting VM agility using XenMotion: VMs can be started on
any XenServer host in a resource pool and migrated between them with no noticeable downtime.

iSCSI SRs use the entire LUN specified at creation time and may not span more than one LUN. CHAP support is
provided for client authentication, during both the data path initialization and the LUN discovery phases.

XenServer Host iSCSI configuration

AlliSCSl initiators and targets must have a unique name to ensure they can be uniquely identified on the network.
An initiator has an iSCSI initiator address, and a target has an iSCSI target address. Collectively these are called
iSCSI Qualified Names, or IQNs.

XenServer hosts support a single iSCSl initiator which is automatically created and configured with a random IQN
during host installation. The single initiator can be used to connect to multiple iSCSI targets concurrently.

iSCSI targets commonly provide access control using iSCSI initiator IQN lists, so all iSCSI targets/LUNs to be
accessed by a XenServer host must be configured to allow access by the host's initiator IQN. Similarly, targets/
LUNSs to be used as shared iSCSI SRs must be configured to allow access by all host IQNs in the resource pool.

Note:

iSCSI targets that do not provide access control will typically default to restricting LUN access
to a single initiator to ensure data integrity. If an iSCSI LUN is intended for use as a shared
SR across multiple XenServer hosts in a resource pool, ensure that multi-initiator access is
enabled for the specified LUN.

The XenServer host IQN value can be adjusted using XenCenter, or using the CLI with the following command
when using the iSCSI software initiator:
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xe host - param set uui d=<val i d_host _i d> ot her-config:iscsi_ign=<new_initiator_iqgn>

Warning:

It is imperative that every iSCSI target and initiator have a unique IQN. If a non-unique IQN
identifier is used, data corruption and/or denial of LUN access can occur.

Warning:

Do not change the XenServer host IQN with iSCSI SRs attached. Doing so can result in failures
connecting to new targets or existing SRs.

Managing Hardware Host Bus Adapters (HBASs)

This section covers various operations required to manage SAS, Fibre Channel and iSCSI HBAs.

Sample QLogic iSCSI HBA setup

For full details on configuring QLogic Fibre Channel and iSCSI HBAs please refer to the QLogic website.

Once the HBA is physically installed into the XenServer host, use the following steps to configure the HBA:

1.

Set the IP networking configuration for the HBA. This example assumes DHCP and HBA port 0. Specify the
appropriate values if using static IP addressing or a multi-port HBA.

/ opt/ QLogi c_Cor poration/ SANsurferi CLI/iscli -ipdhcp O

. Add a persistent iSCSI target to port 0 of the HBA.

/opt/ Q.ogi c_Corporation/ SANsurferi CLI/iscli -pa O <iscsi_target_ip_address>

. Use the xe sr-probe command to force a rescan of the HBA controller and display available LUNs. See the

section called “Probing an SR” and the section called “Creating a shared LVM over Fibre Channel / iSCSI HBA
or SAS SR (lvmohba)” for more details.

Removing HBA-based SAS, FC or iSCSI device entries

Note:

This step is not required. Citrix recommends that only power users perform this process if it
is necessary.

Each HBA-based LUN has a corresponding global device path entry under / dev/ di sk/ by- scsi bus in the
format <SCSlid>-<adapter>:<bus>:<target>:<lun> and a standard device path under/ dev. To remove the device
entries for LUNs no longer in use as SRs use the following steps:

1.

Use sr-forget or sr-destroy as appropriate to remove the SR from the XenServer host database. See the section
called “Destroying or forgetting a SR” for details.

Remove the zoning configuration within the SAN for the desired LUN to the desired host.

Use the sr-probe command to determine the ADAPTER, BUS, TARGET, and LUN values corresponding to the
LUN to be removed. See the section called “Probing an SR” for details.

Remove the device entries with the following command:

echo "1" > /sys/cl ass/scsi_devi ce/ <adapt er >: <bus>: <t ar get >: <l un>/ devi ce/ del et e
Warning:

Make absolutely sure you are certain which LUN you are removing. Accidentally removing
a LUN required for host operation, such as the boot or root device, will render the host
unusable.
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LVM over iSCSI
The LVM over iSCSI type represents disks as Logical Volumes within a Volume Group created on an iSCSI LUN.

Creating a shared LVM over iSCSI SR using the software iSCSI initiator (lvmoiscsi)

Device-config parameters for Ivmoiscsi SRs:

Parameter Name Description Optional?
target the IP address or hostname of the iSCSI filer that hosts the SR yes
targetlQN the IQN target address of iSCSI filer that hosts the SR yes
SCSlid the SCSI bus ID of the destination LUN yes
chapuser the username to be used for CHAP authentication no
chappassword the password to be used for CHAP authentication no
port the network port number on which to query the target no
usediscoverynumber the specific iscsi record index to use no

To create a shared lvmoiscsi SR on a specific LUN of an iSCSI target use the following command.

xe sr-create host-uui d=<valid_uui d> content-type=user \

name- | abel =<"Exanpl e shared LVM over i SCSI SR'> shared=true \

devi ce-config:target=<target i p=> devi ce-config:targetl QN=<target _ign=> \
devi ce-confi g: SCSIi d=<scsci _i d> \

t ype=Il vnoi scsi

Creating a shared LVM over Fibre Channel / iSCSI HBA or SAS SR (lvmohba)
SRs of type lvmohba can be created and managed using the xe CLI or XenCenter.

Device-config parameters for lvmohba SRs:

Parameter name Description Required?

SCSlid Device SCSI ID Yes

To create a shared lvmohba SR, perform the following steps on each host in the pool:
1. Zone in one or more LUNs to each XenServer host in the pool. This process is highly specific to the SAN
equipment in use. Please refer to your SAN documentation for details.
2. If necessary, use the HBA CLI included in the XenServer host to configure the HBA:
e Emulex:/ bi n/ sbi n/ ocmanager
e Qlogic FC:/ opt / QLogi c_Cor por ati on/ SANsur f er CLI
e QlogiciSCSI:/ opt / QLogi c_Cor por ati on/ SANsur f eri CLI
See the section called “Managing Hardware Host Bus Adapters (HBAs)” for an example of QLogic iSCSI HBA

configuration. For more information on Fibre Channel and iSCSI HBAs please refer to the Emulex and QlLogic
websites.

3. Use the sr-probe command to determine the global device path of the HBA LUN. sr-probe forces a re-scan of
HBAs installed in the system to detect any new LUNs that have been zoned to the host and returns a list of
properties for each LUN found. Specify the host - uui d parameter to ensure the probe occurs on the desired
host.
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The global device path returned as the <pat h> property will be common across all hosts in the pool and
therefore must be used as the value for the devi ce- confi g: devi ce parameter when creating the SR.

If multiple LUNs are present use the vendor, LUN size, LUN serial number, or the SCSI ID as included in the
<pat h> property to identify the desired LUN.

xe sr-probe type=lvnphba \
host - uui d=1212c7b3- f 333- 4a8d- a6f b- 80c5b79b5b31
Error code: SR _BACKEND FAI LURE 90
Error paraneters: , The request is missing the device paraneter, \
<?xm version="1.0" ?>
<Devl i st >
<Bl ockDevi ce>
<pat h>
/ dev/ di sk/ by-id/scsi-360a9800068666949673446387665336f
</ pat h>
<vendor >
HI TACHI
</ vendor >
<serial >
730157980002
</serial >
<si ze>
80530636800
</size>
<adapt er >
4
</ adapt er >
<channel >
0
</ channel >
<id>
4
</id>
<l un>
2
</l un>
<hba>
gl a2xxx
</ hba>
</ Bl ockDevi ce>
<Adapt er >
<host >
Host 4
</ host >
<nane>
gl a2xxx
</ name>
<manuf act ur er >
Q.ogic HBA Driver
</ manuf act ur er >

<id>
4
</id>
</ Adapt er >
</ Devlist>

4. On the master host of the pool create the SR, specifying the global device path returned in the <pat h>

property from sr-probe. PBDs will be created and plugged for each host in the pool automatically.

xe sr-create host-uuid=<valid uuid>\

cont ent -type=user \

name- | abel =<"Exanpl e shared LVM over HBA SR'> shared=true \
devi ce-confi g: SCSI i d=<devi ce_scsi _i d> type=| viohba
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Note:

You can use the XenCenter Repair Storage Repository function to retry the PBD creation
and plugging portions of the sr-create operation. This can be valuable in cases where the
LUN zoning was incorrect for one or more hosts in a pool when the SR was created. Correct
the zoning for the affected hosts and use the Repair Storage Repository function instead of
removing and re-creating the SR.

NFS VHD
The NFS VHD type stores disks as VHD files on a remote NFS filesystem.

NFS is a ubiquitous form of storage infrastructure that is available in many environments. XenServer allows
existing NFS servers that support NFS V3 over TCP/IP to be used immediately as a storage repository for virtual
disks (VDIs). VDIs are stored in the Microsoft VHD format only. Moreover, as NFS SRs can be shared, VDIs stored
in a shared SR allow VMs to be started on any XenServer hosts in a resource pool and be migrated between them
using XenMotion with no noticeable downtime.

Creating an NFS SR requires the hostname or IP address of the NFS server. The sr-probe command provides a
list of valid destination paths exported by the server on which the SR can be created. The NFS server must be
configured to export the specified path to all XenServer hosts in the pool, or the creation of the SR and the
plugging of the PBD record will fail.

As mentioned at the beginning of this chapter, VDIs stored on NFS are sparse. The image file is allocated as the
VM writes data into the disk. This has the considerable benefit that VM image files take up only as much space
on the NFS storage as is required. If a 100GB VDI is allocated for a new VM and an OS is installed, the VDI file will
only reflect the size of the OS data that has been written to the disk rather than the entire 100GB.

VHD files may also be chained, allowing two VDIs to share common data. In cases where a NFS-based VM is
cloned, the resulting VMs will share the common on-disk data at the time of cloning. Each will proceed to make
its own changes in an isolated copy-on-write version of the VDI. This feature allows NFS-based VMs to be quickly
cloned from templates, facilitating very fast provisioning and deployment of new VMs.

Note:
The maximum supported length of VHD chains is 30.

As VHD-based images require extra metadata to support sparseness and chaining, the format is not as high-
performance as LVM-based storage. In cases where performance really matters, it is well worth forcibly allocating
the sparse regions of an image file. This will improve performance at the cost of consuming additional disk space.

XenServer's NFS and VHD implementations assume that they have full control over the SR directory on the NFS
server. Administrators should not modify the contents of the SR directory, as this can risk corrupting the contents
of VDIs.

XenServer has been tuned for enterprise-class storage that use non-volatile RAM to provide fast
acknowledgments of write requests while maintaining a high degree of data protection from failure. XenServer
has been tested extensively against Network Appliance FAS270c and FAS3020c storage, using Data OnTap 7.2.2.

In situations where XenServer is used with lower-end storage, it will cautiously wait for all writes to be
acknowledged before passing acknowledgments on to guest VMs. This will incur a noticeable performance cost,
and might be remedied by setting the storage to present the SR mount point as an asynchronous mode export.
Asynchronous exports acknowledge writes that are not actually on disk, and so administrators should consider
the risks of failure carefully in these situations.

The XenServer NFS implementation uses TCP by default. If your situation allows, you can configure the
implementation to use UDP in situations where there may be a performance benefit. To do this, specify the
devi ce- confi g parameter useUDP=t r ue at SR creation time.

Warning:
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Since VDIs on NFS SRs are created as sparse, administrators must ensure that there is enough
disk space on the NFS SRs for all required VDIs. XenServer hosts do not enforce that the space
required for VDIs on NFS SRs is actually present.

Creating a shared NFS SR (nfs)

Device-config parameters for nfs SRs:

Parameter Name Description Required?
server IP address or hostname of the NFS  Yes

server
serverpath path, including the NFS mount Yes

point, to the NFS server that hosts

the SR

To create a shared NFS SR on 192. 168. 1. 10: / export 1 use the following command.

Xxe sr-create host-uui d=<host _uui d> content-type=user \
name- | abel =<"Exanpl e shared NFS SR'> shared=true \
devi ce-confi g: server=<192. 168. 1. 10> devi ce-confi g: server pat h=</ export 1> type=nfs

LVM over hardware HBA

The LVM over hardware HBA type represents disks as VHDs on Logical Volumes within a Volume Group created
on an HBA LUN providing, for example, hardware-based iSCSI or FC support.

XenServer hosts support Fibre Channel (FC) storage area networks (SANs) through Emulex or QlLogic host bus
adapters (HBAs). All FC configuration required to expose a FC LUN to the host must be completed manually,
including storage devices, network devices, and the HBA within the XenServer host. Once all FC configuration is
complete the HBA will expose a SCSI device backed by the FC LUN to the host. The SCSI device can then be used
to access the FC LUN as if it were a locally attached SCSI device.

Use the sr-probe command to list the LUN-backed SCSI devices present on the host. This command forces a scan
for new LUN-backed SCSI devices. The path value returned by sr-probe for a LUN-backed SCSI device is consistent
across all hosts with access to the LUN, and therefore must be used when creating shared SRs accessible by all
hosts in a resource pool.

The same features apply to QlLogic iSCSI HBAs.
See the section called “Creating Storage Repositories” for details on creating shared HBA-based FC and iSCSI SRs.
Note:

XenServer support for Fibre Channel does not support direct mapping of a LUN to a VM. HBA-
based LUNs must be mapped to the host and specified for use in an SR. VDIs within the SR
are exposed to VMs as standard block devices.

Citrix StorageLink Gateway (CSLG) SRs

The CSLG storage repository allows use of the Citrix Storagelink service for native access to a range of
iSCSI and Fibre Channel arrays and automated fabric/initiator and array configuration features. Installation
and configuration of the Storagelink service is required, for more information please see the Storagelink
documentation.

Note:

Running the StoragelLink service in a VM within a resource pool to which the StorageLink
service is providing storage is not supported in combination with the XenServer High
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Availability (HA) features. To use CSLG SRs in combination with HA ensure the StoragelLink
service is running outside the HA-enabled pool.

CSLG SRs can be created using the xe CLI only. After creation CSLG SRs can be viewed and managed using both
the xe CLI and XenCenter.

Because the CSLG SR can be used to access different storage arrays, the exact features available for a given CSLG
SR depend on the capabilities of the array. All CSLG SRs use a LUN-per-VDI model where a new LUN is provisioned
for each virtual disk. (VDI).

CSLG SRs can co-exist with other SR types on the same storage array hardware, and multiple CSLG SRs can be
defined within the same resource pool.

The Storagelink service can be configured using the StorageLink Manager or from within the XenServer control
domain using the StoragelLink Command Line Interface (CLI). To run the StoragelLink (CLI) use the following
command, where <hostname> is the name or IP address of the machine running the Storagelink service:

/opt/Citrix/ StorageLi nk/bin/csl \
server =<host nanme>[: <port >] [, <user nanme>, <passwor d>]

For more information about the StorageLink CLI please see the StorageLink documentation or use the /opt/Citrix/
StorageLink/bin/csl help command.

Creating a shared StorageLink SR

SRs of type CSLG can only be created by using the xe Command Line Interface (CLI). Once created CSLG SRs can
be managed using either XenCenter or the xe CLI.

The devi ce- conf i g parameters for CSLG SRs are:

Parameter name Description Optional?

target The server name or IP address No
of the machine running the
Storagelink service

storageSystemld The storage system ID to use for No
allocating storage

storagePoolld The storage pool ID within the No
specified storage system to use for
allocating storage

username The username to wuse for Yes
connection to the Storagelink
service

password The password to wuse for Yes "
connecting to the Storagelink
service

cslport The port to use for connecting to Yes

the Storagelink service

chapuser The username to use for CHAP Yes
authentication

chappassword The password to use for CHAP Yes
authentication
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Parameter name Description Optional?

protocol Specifies the storage protocol to Yes
use (fc or iscsi) for multi-protocol
storage systems. If not specified fc
is used if available, otherwise iscsi.

provision-type Specifies whether to use thick or Yes
thin provisioning (thick or thin);
default is thick

provision-options Additional provisioning options: Yes
Set to dedup to use the de-
duplication features supported by
the storage system

raid-type The level of RAID to use for the SR, Yes
as supported by the storage array

*If the username, password, or port configuration of the StorageLink service are changed from the default then the appropriate parameter and
value must be specified.

SRs of type cslg support two additional parameters that can be used with storage arrays that support LUN
grouping features, such as NetApp flexvols.

The sm conf i g parameters for CSLG SRs are:

Parameter name Description Optional?

pool-count Creates the specified number of Yes
groups on the array, in which LUNs
provisioned within the SR will be
created

physical-size The total size of the SR in MB. Yes
Each pool will be created with a
size equal to physical-size divided
by pool-count.

*Required when specifying thesm conf i g: pool - count paranet er
Note:

When a new NetApp SR is created using Storagelink, by default a single FlexVol
is created for the SR that contains all LUNs created for the SR. To change this
behavior and specify the number of FlexVols to create and the size of each FlexVol,
use the smconfi g: pool -si ze and sm confi g: physi cal - si ze parameters.
The sm confi g: pool - si ze parameter specifies the number of FlexVols. The sm
confi g: physi cal - si ze parameter specifies the total size of all FlexVols to be created,
so that each FlexVol will be of size sm confi g: physi cal - si ze divided by sm
confi g: pool - si ze.

To create a CSLG SR

1. Install the Storagelink service onto a Windows host or virtual machine
2. Configure the Storagelink service with the appropriate storage adapters and credentials

3. Use the sr-probe command with the devi ce- confi g: t ar get parameter to identify the available
storage system IDs
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xe sr-probe type=csl g device-config:target=192.168.128. 10

<csl __storageSystem nfoLi st>
<csl __storageSyst enl nf o>
<fri endl yName>5001- 4380- 013C- 0240</ f ri endl yNanme>
<di spl ayName>HP EVA (5001-4380-013C- 0240) </ di spl ayNane>
<vendor >HP</ vendor >
<nodel >EVA</ nodel >
<seri al Nun»50014380013C0240</ seri al Nun»
<st orageSystenm d>HP__EVA 50014380013C0240</ st or ageSyst em d>
<syst enCapabilities>
<capabi | i ti es>PROVI SI ONI NG</ capabi l i ti es>
<capabi | i ti es>MAPPI NG</ capabi liti es>
<capabi | i ti es>MULTI PLE_STORAGE_POOLS</ capabi | i ti es>
<capabi | i ti es>DI FF_SNAPSHOT</ capabi l i ti es>
<capabi liti es>CLONE</ capabilities>
</ systenCapabilities>
<pr ot ocol Support >
<capabi liti es>FC</ capabilities>
</ pr ot ocol Support >
<csl __snapshot Met hodl nf oLi st >
<csl __snapshot Met hodl nf 0>
<nanme>5001- 4380- 013C- 0240</ nane>
<di spl ayName></ di spl ayNanme>
<maxSnapshot s>16</ naxSnapshot s>
<support edNodeTypes>
<nodeType>STORAGE_VOLUME</ nodeType>
</ suppor t edNodeTypes>
<snapshot TypeLi st >
</ snapshot TypelLi st >
<snapshot Capabi | i ti es>
</ snapshot Capabi liti es>
</ csl __snapshot Met hodl nf o>
<csl __snapshot Met hodl nf 0>
<nanme>5001- 4380- 013C- 0240</ nane>
<di spl ayName></ di spl ayNanme>
<maxSnapshot s>16</ naxSnapshot s>
<support edNodeTypes>
<nodeType>STORAGE_VOLUME</ nodeType>
</ suppor t edNodeTypes>
<snapshot TypeLi st >
<snapshot Type>DlI FF_SNAPSHOT</ snapshot Type>
</ snapshot TypelLi st >
<snapshot Capabi | i ti es>
</ snapshot Capabi liti es>
</ csl __snapshot Met hodl nf o>
<csl __snapshot Met hodl nf 0>
<nanme>5001- 4380- 013C- 0240</ nane>
<di spl ayName></ di spl ayNanme>
<maxSnapshot s>16</ naxSnapshot s>
<support edNodeTypes>
<nodeType>STORAGE_VOLUME</ nodeType>
</ suppor t edNodeTypes>
<snapshot TypeLi st >
<snapshot Type>CLONE</ snapshot Type>
</ snapshot TypelLi st >
<snapshot Capabilities>
</ snapshot Capabilities>
</ csl __snapshot Met hodl nf o>
</ csl __snapshot Met hodl nf oLi st >
</ csl __storageSystem nf o>
</ csl __storageSystem nfoLi st>
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]
You can use grep to filter the sr-probe output to just the storage pool IDs

xe sr-probe type=cslg device-config:target=192.168.128.10 | grep storageSysteni d
<st orageSystenm d>EMC__CLARI | ON__APMD0074902515</ st or ageSyst em d>
<st orageSystenm d>HP__EVA 50014380013C0240</ st or ageSyst em d>
<st orageSyst enl d>Net App__LUN__ OADAFO00A</ st or ageSyst em d>

4. Add the desired storage system ID to the sr-probe command to identify the storage pools available within
the specified storage system

xe sr-probe type=cslg \

devi ce-config:target=192. 168. 128. 10 \ devi ce-confi g: st orageSystem d=HP__EVA__50014380013C024

<?xm version="1.0" encodi ng="i so-8859-1""?>
<csl __storagePool | nf oLi st >
<csl __storagePool I nf o>
<di spl ayName>Def aul t Di sk G oup</di spl ayNanme>
<fri endl yName>Def aul t Di sk G oup</friendl yName>
<st or agePool | d>00010710B4080560B6AB08000080000000000400</ st or agePool | d>
<par ent St or agePool | d></ par ent St or agePool | d>
<st orageSystenm d>HP__EVA 50014380013C0240</ st or ageSyst em d>
<si zel nMB>1957099</ si zel nMB>
<freeSpacel nMB>1273067</ f r eeSpacel nMVB>
<i sDef aul t >No</ i sDef aul t >
<st at us>0</ st at us>
<provi si oni ngOpt i ons>
<support edRai dTypes>
<r ai dType>RAI DO</ r ai dType>
<r ai dType>RAI D1</r ai dType>
<r ai dType>RAI D5</ r ai dType>
</ support edRai dTypes>
<support edNodeTypes>
<nodeType>STORAGE_VOLUME</ nodeType>
</ suppor t edNodeTypes>
<support edProvi si oni ngTypes>
</ support edProvi si oni ngTypes>
</ provi si oni ngOpti ons>
</ csl __storagePool | nf o>
</ csl __storagePool | nf oLi st >

You can use grep to filter the sr-probe output to just the storage pool IDs

xe sr-probe type=cslg \

devi ce-config:target=192. 168. 128. 10 \

devi ce-confi g: storageSyst em d=HP__EVA_50014380013C0240 \

| grep storagePool Id

<st or agePool | d>00010710B4080560B6AB08000080000000000400</ st or agePool | d>

5. Create the SR specifying the desired storage system and storage pool IDs
xe sr-create type=csl g name-| abel =CSLG EVA 1 shared=true \
devi ce-config:target=192. 168. 128. 10 \

devi ce-confi g: st orageSyst em d=HP__EVA 50014380013C0240 \
devi ce-confi g: st oragePool | d=00010710B4080560B6AB08000080000000000400

Storage Configuration

This section covers creating storage repository types and making them available to a XenServer host. The
examples provided pertain to storage configuration using the CLI, which provides the greatest flexibility. See the
XenCenter Help for details on using the New Storage Repository wizard.
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Creating Storage Repositories

This section explains how to create Storage Repositories (SRs) of different types and make them available to a
XenServer host. The examples provided cover creating SRs using the xe CLI. See the XenCenter help for details on
using the New Storage Repository wizard to add SRs using XenCenter.

Note:

Local SRs of type | vmand ext can only be created using the xe CLI. After creation all SR types
can be managed by either XenCenter or the xe CLI.

There are two basic steps involved in creating a new storage repository for use on a XenServer host using the CLI:

1. Probe the SR type to determine values for any required parameters.

2. Create the SR to initialize the SR object and associated PBD objects, plug the PBDs, and activate the SR.

These steps differ in detail depending on the type of SR being created. In all examples the sr-create command
returns the UUID of the created SR if successful.

SRs can also be destroyed when no longer in use to free up the physical device, or forgotten to detach the SR from
one XenServer host and attach it to another. See the section called “Destroying or forgetting a SR” for details.

Note:

When specifying Storagelink configuration for a XenServer host or pool, supply either
the default credentials of username: admi n and password: st oragel i nk, or any
custom credentials specified during installation of the StorageLink Gateway service. Unlike
Storagelink Manager, XenCenter does not supply the default credentials automatically.

Upgrading LVM storage from XenServer 5.0 or earlier

See the XenServer Installation Guide for information on upgrading LVM storage to enable the latest features.
Local, LVM on iSCSI, and LVM on HBA storage types from older (XenServer 5.0 and before) product versions will
need to be upgraded before they will support snapshot and fast clone.

Warning:

SR upgrade of SRs created in version 5.0 or before requires the creation of a 4MB metadata
volume. Please ensure that there are at least 4MB of free space on your SR before attempting
to upgrade the storage.

Note:

Upgrade is a one-way operation so Citrix recommends only performing the upgrade when
you are certain the storage will no longer need to be attached to a pool running an older
software version.

LVM performance considerations

The snapshot and fast clone functionality provided in XenServer 5.5 and later for LVM-based SRs comes with an
inherent performance overhead. In cases where optimal performance is desired, XenServer supports creation
of VDIs in the raw format in addition to the default VHD format. The XenServer snapshot functionality is not
supported on raw VDlIs.

Note:

Non-transportable snapshots using the default Windows VSS provider will work on any type
of VDI.
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Warning:

Do not try to snapshot a VM that has t ype=r aw disks attached. This could result in a
partial snapshot being created. In this situation, you can identify the orphan snapshot VDlIs
by checking the snapshot - of field and then deleting them.

VDI types

In general, VHD format VDIs will be created. You can opt to use raw at the time you create the VDI; this can only be
done using the xe CLI. After software upgrade from a previous XenServer version, existing data will be preserved
as backwards-compatible raw VDIs but these are special-cased so that snapshots can be taken of them once you
have allowed this by upgrading the SR. Once the SR has been upgraded and the first snapshot has been taken,
you will be accessing the data through a VHD format VDIL.

To check if an SR has been upgraded, verify that its sm conf i g: use_vhd key ist r ue. To check if a VDI was
created with t ype=r aw, check its sm conf i g map. The sr-param-list and vdi-param-list xe commands can
be used respectively for this purpose.

Creating a raw virtual disk using the xe CLI

1. Run the following command to create a VDI given the UUID of the SR you want to place the virtual disk in:

xe vdi-create sr-uuid=<sr-uuid> type=user virtual-size=<virtual-size>\
nane- | abel =<VDI nanme> smconfi g:type=raw

2. Attach the new virtual disk to a VM and use your normal disk tools within the VM to partition and format,
or otherwise make use of the new disk. You can use the vbd-create command to create a new VBD to map
the virtual disk into your VM.

Converting between VDI formats

It is not possible to do a direct conversion between the raw and VHD formats. Instead, you can create a new VDI
(either raw, as described above, or VHD if the SR has been upgraded or was created on XenServer 5.5 or later)
and then copy data into it from an existing volume. Citrix recommends that you use the xe CLI to ensure that the
new VDI has a virtual size at least as big as the VDI you are copying from (by checking its virtual-size field, for
example by using the vdi-param-list command). You can then attach this new VDI to a VM and use your preferred
tool within the VM (standard disk management tools in Windows, or the dd command in Linux) to do a direct
block-copy of the data. If the new volume is a VHD volume, it is important to use a tool that can avoid writing
empty sectors to the disk so that space is used optimally in the underlying storage repository — in this case a
file-based copy approach may be more suitable.

Probing an SR

The sr-probe command can be used in two ways:

1. To identify unknown parameters for use in creating a SR.

2. Toreturn a list of existing SRs.

In both cases sr-probe works by specifying an SR type and one or more devi ce- conf i g parameters for that
SR type. When an incomplete set of parameters is supplied the sr-probe command returns an error message

indicating parameters are missing and the possible options for the missing parameters. When a complete set of
parameters is supplied a list of existing SRs is returned. All sr-probe output is returned as XML.

For example, a known iSCSI target can be probed by specifying its name or IP address, and the set of IQNs available
on the target will be returned:
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xe sr-probe type=lvnoi scsi device-config:target=<192.168. 1. 10>

Error code: SR BACKEND_FAI LURE_96
Error paraneters: , The request is nmissing or has an incorrect target | QN paraneter, \
<?xm version="1.0" ?>
<i scsi-target-iqgns>
<TGI>
<| ndex>
0
</ I ndex>
<| PAddr ess>
192.168.1. 10
</ | PAddr ess>
<Tar get | Q\>
ign.192.168.1.10:filerl
</ Tar get | Q\>
</ TGT>
</iscsi-target-igns>

Probing the same target again and specifying both the name/IP address and desired IQN returns the set of SCSlids
(LUNSs) available on the target/IQN.

xe sr-probe type=lvnoiscsi device-config:target=192.168.1.10 \
devi ce-config:target|l Q\=ign. 192. 168. 1. 10:filerl

Error code: SR BACKEND FAI LURE_ 107
Error paraneters: , The SCSlid paraneter is mssing or incorrect, \
<?xm version="1.0" ?>
<i scsi-target>
<LUN>
<vendor >
I ET
</ vendor >
<LUNi d>
0
</ LUNi d>
<si ze>
42949672960
</size>
<SCSli d>
149455400000000000000000002000000b70200000f 000000
</ SCSli d>
</ LUN>
</iscsi-target>

Probing the same target and supplying all three parameters will return a list of SRs that exist on the LUN, if any.

xe sr-probe type=lvnoi scsi device-config:target=192.168.1.10 \
devi ce-config:targetl Q\N=192. 168. 1. 10:filerl \
devi ce- confi g: SCSI i d=149455400000000000000000002000000b70200000f 000000

<?xm version="1.0" ?>
<SRl i st >
<SR>
<Uul D>
3f 6elebd- 8687- 0315- f 9d3- b02ab3adc4ab
</ UUl D>
<Devl i st>
/ dev/ di sk/ by-i d/ scsi -149455400000000000000000002000000b70200000f 000000
</ Devlist>
</ SR>
</SRlist>

The following parameters can be probed for each SR type:
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SR type

lvmoiscsi

Ivmohba

NetApp

nfs
lvm

ext

Equallogic

cslg

device-config parameter, in order

dependency

target

chapuser
chappassword
targetlQN
SCSlid

SCSlid

target
username
password
chapuser
chappassword
aggregate
FlexVols
allocation

asis

server
serverpath
device

device

target
username
password
chapuser
chappassword
storagepool
target
storageSystemld
storagePoolld

username
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of Can
probed?

No
No
No
Yes
Yes
Yes
No
No
No
No
No
No
No
No
No
No
Yes
No
No
No
No
No
No
No
No'
No
Yes
Yes

No

be | Required for sr-create?

Yes

No

No

Yes

Yes

Yes

Yes

Yes

Yes

No

No

Yes

No

No

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

No

No

Yes

Yes

Yes

Yes

No
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device-config parameter, in order of | Can be | Required for sr-create?
dependency probed?

password No No ¥

cslport No No

chapuser No No ¥

chappassword No No ¥

provision-type Yes No

protocol Yes No

provision-options Yes No

raid-type Yes No

*Aggregate probing is only possible at sr-create time. It needs to be done there so that the aggregate can be specified at the point that the
SRiscreated.

TStorage pool probing is only possible at sr-create time. It needs to be done there so that the aggregate can be specified at the point that the
SR iscreated.

#f the username, password, or port configuration of the StorageLink service are changed from the default value then the appropriate parameter
and value must be specified.

Storage Multipathing

Dynamic multipathing support is available for Fibre Channel and iSCSI storage backends. By default, it uses round-
robin mode load balancing, so both routes have active traffic on them during normal operation. You can enable
multipathing in XenCenter or on the xe CLI.

Before attempting to enable multipathing, verify that multiple targets are available on your
storage server. For example, an iSCSI storage backend queried for sendt ar get s on a given
portal should return multiple targets, as in the following example:

i scsiadm -m di scovery --type sendtargets --portal 192.168.0. 161
192. 168. 0. 161: 3260, 1 ign.strawberry:litchie
192. 168. 0. 204: 3260, 2 ign.strawberry:litchie

To enable storage multipathing using the xe CLI

1. Unplug all PBDs on the host:
xe pbd- unpl ug uui d=<pbd_uui d>
2. Setthe host's ot her - confi g: mul ti pat hi ng parameter:

xe host-param set other-config: nultipathing=true uui d=host _uuid

3. Setthehost'sot her-confi g: mul ti pat hhandl e parameter to dmp:
xe host-param set other-config: multipathhandl e=dnp uui d=host _uui d
4. If there are existing SRs on the host running in single path mode but that have multiple paths:
e Migrate or suspend any running guests with virtual disks in affected the SRs
e Unplug and re-plug the PBD of any affected SRs to reconnect them using multipathing:
xe pbd- pl ug uui d=<pbd_uui d>

To disable multipathing, first unplug your VBDs, set the host ot her-confi g: nmul ti pat hing
parameter to fal se and then replug your PBDs as described above. Do not modify the ot her -
confi g: nul ti pat hhandl e parameter as this will be done automatically.
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Multipath support in XenServer is based on the device-mapper nul t i pat hd conponent s. Activation and
deactivation of multipath nodes is handled automatically by the Storage Manager API. Unlike the standard dmt
nmul ti pat h tools in Linux, device mapper nodes are not automatically created for all LUNs on the system, and
it is only when LUNs are actively used by the storage management layer that new device mapper nodes are
provisioned. Therefore, it is unnecessary to use any of the dm rrul t i pat h CLI tools to query or refresh DM
table nodes in XenServer. Should it be necessary to query the status of device-mapper tables manually, or list
active device mapper multipath nodes on the system, use the npat hut i | utility:

¢ mpathutil list

e mpathutil status
Note:

Due to incompatibilities with the integrated multipath management architecture, the
standard dm rrul ti pat h CLI utility should not be used with XenServer. Please use the
npat hut i | CLI tool for querying the status of nodes on the host.

Note:

Multipath support in EquallLogic arrays does not encompass Storage 10 multipathing in the
traditional sense of the term. Multipathing must be handled at the network/NIC bond level.
Refer to the EquallLogic documentation for information about configuring network failover
for EqualLogic SRs/LVMoISCSI SRs.

MPP RDAC driver support for LSI Arrays.

XenServer supports the LS| Multi-Path Proxy Driver (MPP) for the Redundant Disk Array Controller (RDAC). By
default this driver is disabled.

To enable the driver:

1. Open a console on the host, and run the following command:

# | opt/ xensource/l i bexec/ npp-rdac --enabl e

2. Reboot the host.
To disable the driver:

1. Open a console on the host, and run the following command:

# [ opt/ xensource/l i bexec/ npp-rdac --di sable

2. Reboot the host.
Note:

This procedure must be carried out on every host in a pool.

Managing Storage Repositories

This section covers various operations required in the ongoing management of Storage Repositories (SRs).

Destroying or forgetting a SR

You can destroy an SR, which actually deletes the contents of the SR from the physical media. Alternatively you
can forget an SR, which allows you to re-attach the SR, for example, to another XenServer host, without removing
any of the SR contents. In both cases, the PBD of the SR must first be unplugged. Forgetting an SR is the equivalent
of the SR Detach operation within XenCenter.

1. Unplug the PBD to detach the SR from the corresponding XenServer host:
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xe pbd-unpl ug uui d=<pbd_uui d>

2. To destroy the SR, which deletes both the SR and corresponding PBD from the XenServer host database and
deletes the SR contents from the physical media:

xe sr-destroy uui d=<sr_uui d>

3. Or, to forget the SR, which removes the SR and corresponding PBD from the XenServer host database but
leaves the actual SR contents intact on the physical media:

xe sr-forget uuid=<sr_uui d>
Note:

It might take some time for the software object corresponding to the SR to be garbage
collected.

Introducing an SR

Introducing an SR that has been forgotten requires introducing an SR, creating a PBD, and manually plugging the
PBD to the appropriate XenServer hosts to activate the SR.

The following example introduces a SR of type lvmoiscsi.

1. Probe the existing SR to determine its UUID:

xe sr-probe type=lvnoi scsi device-config:target=<192.168.1. 10> \
devi ce-config:target| Q\=<192. 168. 1. 10: filer1> \
devi ce-confi g: SCSI i d=<149455400000000000000000002000000b70200000f 000000>

2. Introduce the existing SR UUID returned from the sr-probe command. The UUID of the new SR is returned:

xe sr-introduce content-type=user nane-| abel =<"Exanpl e Shared LVM over i SCSI SR'>
shar ed=true uui d=<val i d_sr_uui d> type=l vroi scsi

3. Create a PBD to accompany the SR. The UUID of the new PBD is returned:

xe pbd-create type=lvnoiscsi host-uui d=<valid_uuid> sr-uuid=<valid_sr_uuid>\
devi ce-config:target=<192. 168. 0. 1> \

devi ce-config:target| Q\=<192. 168. 1. 10: filer1> \

devi ce-confi g: SCSI i d=<149455400000000000000000002000000b70200000f 000000>

4. Plug the PBD to attach the SR:

xe pbd- pl ug uui d=<pbd_uui d>
5. Verify the status of the PBD plug. If successful the cur r ent | y- at t ached property will be true:

xe pbd-1list sr-uuid=<sr_uuid>
Note:

Steps 3 through 5 must be performed for each host in the resource pool, and can also be
performed using the Repair Storage Repository function in XenCenter.

Resizing an SR

If you have resized the LUN on which a iSCSI or HBA SR is based, use the following procedures to reflect the size
change in XenServer:

1. i SCSI SRs - unplug all PBDs on the host that reference LUNs on the same target. This is required to reset
the iSCSI connection to the target, which in turn will allow the change in LUN size to be recognized when the
PBDs are replugged.

2. HBA SRs - reboot the host.
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Note:

In previous versions of XenServer explicit commands were required to resize the physical
volume group of iSCSI and HBA SRs. These commands are now issued as part of the PBD plug
operation and are no longer required.

Converting local Fibre Channel SRs to shared SRs
Use the xe CLI and the XenCenter Repair Storage Repository feature to convert a local FC SR to a shared FC SR:

1. Upgrade all hosts in the resource pool to XenServer 5.6 Service Pack 2.

2. Ensure all hosts in the pool have the SR's LUN zoned appropriately. See the section called “Probing an SR” for
details on using the sr-probe command to verify the LUN is present on each host.

3. Convert the SR to shared:

xe sr-paramset shared=true uuid=<local _fc_sr>

4. Within XenCenter the SR is moved from the host level to the pool level, indicating that it is now shared. The
SR will be marked with a red exclamation mark to show that it is not currently plugged on all hosts in the pool.

5. Select the SR and then select the Storage > Repair Storage Repository menu option.

6. Click Repair to create and plug a PBD for each host in the pool.

Moving Virtual Disk Images (VDIs) between SRs

The set of VDIs associated with a VM can be copied from one SR to another to accommodate maintenance
requirements or tiered storage configurations. XenCenter provides the ability to copy a VM and all of its VDlIs to
the same or a different SR, and a combination of XenCenter and the xe CLI can be used to copy individual VDlIs.

Copying all of a VM's VDIs to a different SR

The XenCenter Copy VM function creates copies of all VDIs for a selected VM on the same or a different SR. The
source VM and VDIs are not affected by default. To move the VM to the selected SR rather than creating a copy,
select the Remove original VM option in the Copy Virtual Machine dialog box.

1. Shutdown the VM.
2. Within XenCenter select the VM and then select the VM > Copy VM menu option.
3. Select the desired target SR.

Copying individual VDIs to a different SR

A combination of the xe CLI and XenCenter can be used to copy individual VDIs between SRs.

1. Shutdown the VM.

2. Use the xe CLI to identify the UUIDs of the VDIs to be moved. If the VM has a DVD drive its vdi - uui d will
be listed as <not i n dat abase> and can be ignored.

xe vbd-list vmuui d=<valid_vm uui d>
Note:

The vbd-list command displays both the VBD and VDI UUIDs. Be sure to record the VDI UUIDs
rather than the VBD UUIDs.

3. In XenCenter select the VM Storage tab. For each VDI to be moved, select the VDI and click the Detach button.
This step can also be done using the vbd-destroy command.

Note:
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If you use the vbd-destroy command to detach the VDI UUIDs, be sure to first check if
the VBD has the parameter ot her - confi g: owner settotrue. If so, setit to f al se.
Issuing the vbd-destroy command with ot her - conf i g: owner =t r ue will also destroy
the associated VDI.

4. Use the vdi-copy command to copy each of the VM VDlIs to be moved to the desired SR.

xe vdi - copy uui d=<valid_vdi _uui d> sr-uuid=<valid_sr_uuid>

5. Within XenCenter select the VM Storage tab. Click the Attach button and select the VDIs from the new SR.
This step can also be done use the vbd- cr eat e command.

6. To delete the original VDIs, within XenCenter select the Storage tab of the original SR. The original VDIs will
be listed with an empty value for the VM field and can be deleted with the Delete button.

Adjusting the disk 10 scheduler

For general performance, the default disk scheduler noop is applied on all new SR types. The noop scheduler
provides the fairest performance for competing VMs accessing the same device. To apply disk QoS (see the section
called “Virtual disk QoS settings”) it is necessary to override the default setting and assign the cf q disk scheduler
to the SR. The corresponding PBD must be unplugged and re-plugged for the scheduler parameter to take effect.
The disk scheduler can be adjusted using the following command:

xe sr-paramset other-config: schedul er=noop| cfq|anticipatory|deadline \
uui d=<val i d_sr _uui d>

Note:

This will not effect EqualLogic, NetApp or NFS storage.

Automatically reclaiming space when deleting snapshots

When deleting snapshots with XenServer 5.6 Service Pack 2, all allocated space is reclaimed automatically and a
VM reboot is not required; this is referred to as Online Coalescing.

Note:

In certain cases, automated space reclamation may be unable to proceed, in these cases it is
advisable to use the Off Line Coalesce tool:

¢ Under conditions where a VM 1/0 throughput is considerable

¢ In conditions where space is not being reclaimed after a period of time
Note:

Running the Off Line Coalesce tool will incur some downtime for the VM, due to the suspend/
resume operations performed.

Before running the tool, you must delete all snapshots and clones associated with the VM
using either XenCenter, or the xe CLI. If you do not do this, the script will fail and an error
message will be displayed.

All VM disks must be either on shared or local storage for a single host. VMs with disks in both
types of storage cannot be coalesced.

Reclaiming space using the Off Line Coalesce Tool

Note:
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You will need to know your VM and Host UUID.

Using XenCenter, enable hidden objects (View menu -> Hidden objects). In the Resource pane,
select the VM for which you want to obtain the UUID. The UUID will displayed in the General
tab.

In the Resource pane, select the resource pool master host (the first host in the list). The UUID
will be displayed in the General tab. If you are not using a resource pool, select the VM host.

1. Open a console on the host and run the following command:

xe host-cal | - pl ugi n host - uui d=<host - UUI D> \
pl ugi n=coal esce-| eaf fn=leaf-coal esce args: vm uui d=<VM UUl D>

For example, if the VM UUID is 9bad4022-2c2d-dee6-abf5-1b6195b1dad5 and the host UUID is b8722062-
de95-4d95-9baa-a5fe343898ea you would run this command:

xe host-call-plugin host-uui d=b8722062- de95- 4d95- 9baa- a5f e343898ea \
pl ugi n=coal esce-| eaf fn=l eaf-coal esce args: vm uui d=9bad4022- 2c2d- dee6- abf 5- 1b6195b1ldad5

2. This command suspends the VM (unless it is already powered down), initiates the space reclamation process,
and then resumes the VM.

Note:

Citrix recommends that, before executing the off-line coalesce tool, you shutdown or suspend
the VM manually (using either XenCenter or the XenServer CLI). If you execute the coalesce
tool on a VM that is running, the tool automatically suspends the VM, performs the required
VDI coalesce operation(s), and resumes the VM.

If the Virtual Disk Images (VDIs) to be coalesced are on shared storage, you must execute the
off-line coalesce tool on the pool master.

If the VDIs to be coalesced are on local storage, you must execute the off-line coalesce tool
on the server to which the local storage is attached.

Virtual disk QoS settings

Virtual disks have an optional I/O priority Quality of Service (QoS) setting. This setting can be applied to existing
virtual disks using the xe CLI as described in this section.

In the shared SR case, where multiple hosts are accessing the same LUN, the QoS setting is applied to VBDs
accessing the LUN from the same host. QoS is not applied across hosts in the pool.

Before configuring any QoS parameters for a VBD, ensure that the disk scheduler for the SR has been set
appropriately. See the section called “Adjusting the disk 10 scheduler” for details on how to adjust the scheduler.
The scheduler parameter must be set to cf g on the SR for which the QoS is desired.

Note:

Remember to set the scheduler to cf g on the SR, and to ensure that the PBD has been re-
plugged in order for the scheduler change to take effect.

The first parameter is qos_al gori t hm t ype. This parameter needs to be set to the value ionice, which is
the only type of QoS algorithm supported for virtual disks in this release.

The QoS parameters themselves are set with key/value pairs assigned to the qos_al gorit hm param
parameter. For virtual disks, qos_al gori t hm par amtakes a sched key, and depending on the value, also
requires a class key.

Possible values of gos_al gorit hm par am sched are:
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e sched=rt orsched=real -ti ne sets the QoS scheduling parameter to real time priority, which requires
a class parameter to set a value

e sched=i dl e sets the QoS scheduling parameter to idle priority, which requires no class parameter to set
any value

¢ sched=<anyt hi ng> sets the QoS scheduling parameter to best effort priority, which requires a class
parameter to set a value

The possible values for ¢l ass are:

¢ One of the following keywords: highest, high, normal, low, lowest

¢ aninteger between 0and 7, where 7 is the highest priority and O is the lowest, so that, for example, I/O requests
with a priority of 5, will be given priority over 1/0O requests with a priority of 2.

To enable the disk QoS settings, you also need to set the ot her - confi g: schedul er to cf q and replug
PBDs for the storage in question.

For example, the following CLI commands set the virtual disk's VBD to use real time priority 5:

xe vbd- param set uui d=<vbd_uui d> qos_al gorithm_type=i oni ce

xe vbd- param set uui d=<vbd_uui d> qos_al gorit hm par ans: sched=rt
xe vbd- param set uui d=<vbd_uui d> qos_al gorithm parans: cl ass=5
xe sr-param set uui d=<sr_uui d> ot her-confi g: schedul er=cfq

xe pbd- pl ug uui d=<pbd_uui d>
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Configuring VM memory

When a VM is first created, it is allocated a fixed amount of memory. To improve the utilization of physical memory
in your XenServer environment, you can use Dynamic Memory Control (DMC), a memory management feature
that enables dynamic reallocation of memory between VMs.

XenCenter provides a graphical display of memory usage in its Memory tab. This is described in the XenCenter
Help.

In previous editions of XenServer adjusting virtual memory on VMs required a restart to add or remove memory
and an interruption to users' service.

Dynamic Memory Control (DMC) provides the following benefits:

¢ Memory can be added or removed without restart thus providing a more seamless experience to the user.

e When servers are full, DMC allows you to start more VMs on these servers, reducing the amount of memory
allocated to the running VMs proportionally.

What is Dynamic Memory Control (DMC)?

XenServer DMC (sometimes known as "dynamic memory optimization", "memory overcommit" or "memory
ballooning") works by automatically adjusting the memory of running VMs, keeping the amount of memory
allocated to each VM between specified minimum and maximum memory values, guaranteeing performance
and permitting greater density of VMs per server. Without DMC, when a server is full, starting further VMs will
fail with "out of memory" errors: to reduce the existing VM memory allocation and make room for more VMs
you must edit each VM's memory allocation and then reboot the VM. With DMC enabled, even when the server
is full, XenServer will attempt to reclaim memory by automatically reducing the current memory allocation of
running VMs within their defined memory ranges.

Without DMC, when a server is full, starting further VMs will fail with "out of memory" errors: to reduce the
existing VM memory allocation and make room for more VMs you must edit each VM's memory allocation and
then reboot the VM. With DMC enabled, even when the server is full, XenServer will attempt to reclaim memory
by automatically reducing the current memory allocation of running VMs within their defined memory ranges.

Note:

Dynamic Memory Control is only available for XenServer Advanced or higher editions. To learn
more about XenServer Advanced or higher editions and to find out how to upgrade, visit the
Citrix website here

The concept of dynamic range

For each VM the administrator can set a dynamic memory range — this is the range within which memory can
be added/removed from the VM without requiring a reboot. When a VM is running the administrator can adjust
the dynamic range. XenServer always guarantees to keep the amount of memory allocated to the VM within
the dynamic range; therefore adjusting it while the VM is running may cause XenServer to adjust the amount of
memory allocated to the VM. (The most extreme case is where the administrator sets the dynamic min/max to
the same value, thus forcing XenServer to ensure that this amount of memory is allocated to the VM.) If new
VMs are required to start on "full" servers, running VMs have their memory ‘squeezed’ to start new ones. The
required extra memory is obtained by squeezing the existing running VMs proportionally within their pre-defined
dynamic ranges

DMC allows you to configure dynamic minimum and maximum memory levels — creating a Dynamic Memory
Range (DMR) that the VM will operate in.

¢ Dynamic Minimum Memory: A lower memory limit that you assign to the VM.

¢ Dynamic Higher Limit: An upper memory limit that you assign to the VM.
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For example, if the Dynamic Minimum Memory was set at 512 MB and the Dynamic Maximum Memory was set
at 1024 MB this would give the VM a Dynamic Memory Range (DMR) of 512 - 1024 MB, within which, it would
operate. With DMC, XenServer guarantees at all times to assign each VM memory within its specified DMR.

The concept of static range

Many Operating Systems that XenServer supports do not fully ‘understand’ the notion of dynamically adding or
removing memory. As a result, XenServer must declare the maximum amount of memory that a VM will ever
be asked to consume at the time that it boots. (This allows the guest operating system to size its page tables
and other memory management structures accordingly.) This introduces the concept of a static memory range
within XenServer. The static memory range cannot be adjusted while the VM is running. For a particular boot,
the dynamic range is constrained such as to be always contained within this static range. Note that the static
minimum (the lower bound of the static range) is there to protect the administrator and is set to the lowest
amount of memory that the OS can run with on XenServer.

Note:

Citrix advises not to change the static minimum level as this is set at the supported level per
operating system — refer to the memory constraints table for more details.

By setting a static maximum level, higher than a dynamic max, means that in the future, if
you need to allocate more memory to a VM, you can do so without requiring a reboot.

DMC Behaviour

Automatic VM squeezing

¢ If DMC is not enabled, when hosts are full, new VM starts fail with ‘out of memory’ errors.

e If DMC is enabled, even when hosts are full, XenServer will attempt to reclaim memory (by reducing the
memory allocation of running VMs within their defined dynamic ranges). In this way running VMs are squeezed
proportionally at the same distance between the dynamic minimum and dynamic maximum for all VMs on
the host

When DMC is enabled

e When the host's memory is plentiful - All running VMs will receive their Dynamic Maximum Memory level
¢ When the host's memory is scarce - All running VMs will receive their Dynamic Minimum Memory level.

When you are configuring DMC, remember that allocating only a small amount of memory to a VM can negatively
impact it. For example, allocating too little memory:

¢ Using Dynamic Memory Control to reduce the amount of physical memory available to a VM may cause it to
boot slowly. Likewise, if you allocate too little memory to a VM, it may start extremely slowly.

e Setting the dynamic memory minimum for a VM too low may result in poor performance or stability problems
when the VM is starting.

How does DMC Work?

Using DMC, it is possible to operate a guest virtual machine in one of two modes:

1. Target Mode: The administrator specifies a memory target for the guest.XenServer adjusts the guest's memory
allocation to meet the target. Specifying a target is particularly useful in virtual server environments, and in
any situation where you know exactly how much memory you want a guest to use. XenServer will adjust the
guest's memory allocation to meet the target you specify.

2. Dynamic Range Mode: The administrator specifies a dynamic memory range for the guest; XenServer chooses
a target from within the range and adjusts the guest's memory allocation to meet the target. Specifying a
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dynamic range is particularly useful in virtual desktop environments, and in any situation where you want
XenServer to repartition host memory dynamically in response to changing numbers of guests, or changing
host memory pressure. XenServer chooses a target from within the range and adjusts the guest's memory
allocation to meet the target.

Note:

It is possible to change between target mode and dynamic range mode at any time for any
running guest. Simply specify a new target, or a new dynamic range, and XenServer takes
care of the rest.

Memory constraints

XenServer allows administrators to use all memory control operations with any guest operating system. However,
XenServer enforces the following memory property ordering constraint for all guests:

0 < menory-static-mn < nmenory-dynanmi c-nmin < nenory-dynam c-max < menory-
stati c- max

XenServer allows administrators to change guest memory properties to any values that satisfy this constraint,
subject to validation checks. However, in addition to the above constraint, Citrix supports only certain guest
memory configurations for each supported operating system. See below for further details.

Supported operating systems

Citrix supports only certain guest memory configurations. The range of supported configurations depends on the
guest operating system in use. XenServer does not prevent administrators from configuring guests to exceed the
supported limit. However, customers are strongly advised to keep memory properties within the supported limits
to avoid performance or stability problems.

Operating System Supported Memory Limits

Family Version Architectures Dynamic Dynamic Additional
Minimum Maximum Constraints
Microsoft Windows ~ XP (SP2, SP3) x86 >256 MB <4GB Dynamic Minimum >
% Static Maximum
Server 2003 x86 x64 > 256 MB <32 GB for all supported
operating systems
Server 2008 x86 x64 >512 MB <32 GB
Server 2008 R2 x86 x64 >512 MB <32 GB
Vista x86 >1GB <4GB
7 x86 >1GB <4GB
x64 >2GB <32GB
CentOS Linux 45-4.8 x86 > 256 MB <16 GB
5.0-54 x86 x64 >512 MB <16 GB
RedHat Enterprise 4.5-4.8 x86 > 256 MB <16 GB
Linux
5.0-54 x86 x64 >512 MB <16 GB
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Operating System Supported Memory Limits
Oracle Enterprise 5.0-5.4 x86 x64 >512 MB <16 GB
Linux
SUSE Enterprise 10 (SP1, SP2) x86 x64 >512 MB <32 GB
Linux

11 x86 x64 >512 MB <32GB
Debian GNU/Linux Lenny x86 > 128 MB <32GB

Warning:

When configuring guest memory, please be careful NOT to exceed the maximum amount of
physical memory addressable by your operating system. Setting a memory maximum that
is greater than the operating system supported limit, may lead to stability problems within
your guest.

xe CLI commands

Display the static memory properties of a VM

1. Find the uuid of the required VM:

xe vmli st

2. Note the uuid, and then run the command param-name=memory-static
xe vm param get uui d=<uui d> param nane=nmenory-static-{m n, nax}

For example, the following displays the static maximum memory properties for the VM with the uuid beginning
ec’/7:

Xxe vm paramget uuid=\
ec77a893- bf f 2- aa5c- 7ef 2- 9c3acf 0f 83c0 \
par am nanme=nmenory-stati c- max;
268435456

This shows that the static maximum memory for this VM is 268435456 bytes (256MB).

Display the dynamic memory properties of a VM

To display the dynamic memory properties, follow the procedure as above but use the command param-
name=memory-dynamic:

1. Find the uuid of the required VM:

xe vmli st

2. Note the uuid, and then run the command param-name=memory-dynamic:
Xxe vm param get uui d=<uui d> param nanme=nenory-dynam c-{m n, max}

For example, the following displays the dynamic maximum memory properties for the VM with uuid beginning
ec77

xe vm param get uuid=\
ec77a893- bf f 2- aa5c- 7ef 2- 9c3acf 0f 83c0 \
par am name=menor y- dynami c- max;
134217728

This shows that the dynamic maximum memory for this VM is 134217728 bytes (128MB).
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Updating memory properties

Warning:

It is essential that you use the correct ordering when setting the static/dynamic minimum/
maximum parameters. In addition you must not invalidate the following constraint:

0 < menory-static-mn < nmenory-dynani c-nmn < nmenory-dynani c- nax
< nenory-static- max

Update the static memory range of a virtual machine:

Xe vm menory-static-range-set uui d=<uui d> m n=<val ue>max=<val ue>

Update the dynamic memory range of a virtual machine:

xe vm menory-dynamni c-range-set \

uui d=<uui d> m n=<val ue> \
max=<val ue>

Specifying a target is particularly useful in virtual server environments, and in any situation where you know
exactly how much memory you want a guest to use. XenServer will adjust the guest's memory allocation to meet
the target you specify. For example:

xe vmtarget-set

Update all memory limits (static and dynamic) of a virtual machine:
xe vmmenory-limts-set \
uui d=<uui d> \
static-m n=<val ue> \
dynam c- mi n=<val ue> \
dynam c- max=<val ue> stati c- max=<val ue>
Note:

¢ To allocate a specific amount memory to a VM that won't change, set the Dynamic
Maximum and Dynamic Minimum to the same value.

¢ You cannot increase the dynamic memory of a VM beyond the static maximum.

¢ To alter the static maximum of a VM — you will need to suspend or shut down the VM.
Update individual memory properties
Warning:

Citrix advises not to change the static minimum level as this is set at the supported level per
operating system — refer to the memory constraints table for more details.

Update the dynamic memory properties of a VM.

1. Find the uuid of the required VM:

xe vmli st

2. Note the uuid, and then use the command memory-dynamic-{min,max}=<value>
xe vm param set uui d=<uui d>nmenory-dynani c-{m n, max} =<val ue>
The following example changes the dynamic maximum to 128 MB:

Xxe vm param set uui d=ec77a893- bf f 2- aa5c- 7ef 2- 9c3acf 0f 83c0 nenory-dynam c- nax=128M B
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Upgrade issues

After upgrading from Citrix XenServer 5.5, XenServer sets all VMs memory so that the dynamic minimum is equal
to the dynamic maximum.

Workload Balancing interaction
If Workload Balancing (WLB) is enabled, XenServer defers decisions about host selection to the workload

balancing server. If WLB is disabled, or if the WLB server has failed or is unavailable, XenServer will use its internal
algorithm to make decisions regarding host selection.
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Xen Memory Usage

When calculating the memory footprint of a Xen host there are two components that must be taken into
consideration. First there is the memory consumed by the Xen hypervisor itself; then there is the memory
consumed by the control domain of the host. The control domain is a privileged VM that provides low-level
services to other VMs, such as providing access to physical devices. It also runs the management tool stack.

Setting Control Domain Memory

If your control domain requires more allocated memory, this can be set using the Xen CLI.
Use the xe vm-memory-target-set command to set the amount of memory available to the control domain.

The xe vm-memory-target-wait command can be used to check if the control domain is currently at the requested
memory target specified at the last use of the xe vym-memory-target-set command. xe vm-memory-target-wait
will not return until the actual memory usage of the control domain is at the target, or will time out if the target
cannot be reached, for example when the target is lower than the actual memory requirements of the VM.

The following fields on a VM define how much memory will be allocated. The default values shown are indicative
of a machine with 8 GB of RAM:

name default description

memory-actual 411041792 The actual amount of memory
current available for use by the VM

Read Only

memory-target 411041792 The target amount of memory
as set by using xe vm-memory-
target-set

Read Only

memory-static-max 790102016 The maximum possible physical
memory

Read Write when the VM s
suspended; Read Only when the
VM is running

memory-dynamic-max 790102016 The desired maximum memory to
be made available

Read Write

memory-dynamic-min 306184192 The desired minimum memory to
be made available

Read Write

memory-static-min 306184192 The minimum possible physical
memory

Read Write when the VM is
suspended; Read Only when the
VM is running

69



CITRIX

name default description

memory-overhead 1048576 (for example) The memory overhead due to
virtualization

Dynamic memory values must be within the boundaries set by the static memory values. Additionally the memory
target must fall in the range between the dynamic memory values.

Note:

The amount of memory reported in XenCenter on the General tab in the Xen field may
exceed the values set using this mechanism. This is because the amount reported includes the
memory used by the control domain, the hypervisor itself, and the crash kernel. The amount
of memory used by the hypervisor will be larger for hosts with more memory.

To find out how much host memory is actually available to be assigned to VMs, get the value of the menory-
f r ee field of the host, and then use the vm-compute-maximum-memory command to get the actual amount
of free memory that can be allocated to the VM:

xe host-1ist uui d=<host_uui d> params=nmenory-free
Xe vm conput e- maxi mum nenory vme<vm nane> t ot al =<host_nenory_free_val ue>
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Networking

This chapter discusses how physical network interface cards (NICs) in XenServer hosts are used to enable
networking within Virtual Machines (VMs). XenServer supports up to 16 physical network interfaces (or up to 16
of bonded network interfaces) per XenServer host and up to 7 virtual network interfaces per VM.

Note:

XenServer provides automated configuration and management of NICs using the xe command
line interface (CLI). Unlike previous XenServer versions, the host networking configuration
files should not be edited directly in most cases; where a CLI command is available, do not
edit the underlying files.

If you are already familiar with XenServer networking concepts, you may want to skip ahead to one of the
following sections:

¢ For procedures on how to create networks for standalone XenServer hosts, see the section called “Creating
networks in a standalone server”.

¢ For procedures on how to create private networks across XenServer hosts, see the section called “Cross-Server
Private networks”

¢ For procedures on how to create networks for XenServer hosts that are configured in a resource pool, see the
section called “Creating networks in resource pools”.

¢ For procedures on how to create VLANSs for XenServer hosts, either standalone or part of a resource pool, see
the section called “Creating VLANs”.

e For procedures on how to create bonds for standalone XenServer hosts, see the section called “Creating NIC
bonds on a standalone host”.

e For procedures on how to create bonds for XenServer hosts that are configured in a resource pool, see the
section called “Creating NIC bonds in resource pools”.

XenServer networking overview
This section describes the general concepts of networking in the XenServer environment.

One network is created for each physical network interface card during XenServer installation. When you add a
server to a resource pool, these default networks are merged so that all physical NICs with the same device name
are attached to the same network.

Typically you would only add a new network if you wished to create an internal network, set up a new VLAN using
an existing NIC, or create a NIC bond.

You can configure four different types of networks in XenServer:
¢ Single-Server Private networks have no association to a physical network interface, and can be used to provide

connectivity between the virtual machines on a given host, with no connection to the outside world.

¢ Cross-Server Private networks extend the single server private network concept to allow VMs on different
hosts to communicate with each other, by using the vSwitch.

¢ External networks have an association with a physical network interface and provide a bridge between a virtual
machine and the physical network interface connected to the network, enabling a virtual machine to connect
to resources available through the server's physical network interface card.

¢ Bonded networks create a bond between two NICs to create a single, high-performing channel between the
virtual machine and the network.

Note:
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Some networking options have different behaviors when used with standalone XenServer
hosts compared to resource pools. This chapter contains sections on general information that
applies to both standalone hosts and pools, followed by specific information and procedures
for each.

Network objects
There are three types of server-side software objects which represent networking entities. These objects are:

e A PIF, which represents a physical network interface on a XenServer host. PIF objects have a name and
description, a globally unique UUID, the parameters of the NIC that they represent, and the network and server
they are connected to.

e A VIF, which represents a virtual interface on a Virtual Machine. VIF objects have a name and description, a
globally unique UUID, and the network and VM they are connected to.

e A network, which is a virtual Ethernet switch on a XenServer host. Network objects have a name and
description, a globally unique UUID, and the collection of VIFs and PIFs connected to them.

Both XenCenter and the xe CLI allow configuration of networking options, control over which NIC is used for
management operations, and creation of advanced networking features such as virtual local area networks
(VLANSs) and NIC bonds.

Networks

Each XenServer host has one or more networks, which are virtual Ethernet switches. Networks without an
association to a PIF are considered internal, and can be used to provide connectivity only between VMs on a
given XenServer host, with no connection to the outside world. Networks with a PIF association are considered
external, and provide a bridge between VIFs and the PIF connected to the network, enabling connectivity to
resources available through the PIF's NIC.

VLANSs

Virtual Local Area Networks (VLANSs), as defined by the IEEE 802.1Q standard, allow a single physical network to
support multiple logical networks. XenServer hosts can work with VLANs in multiple ways.

Note:

All supported VLAN configurations are equally applicable to pools and standalone hosts, and
bonded and non-bonded configurations.

Using VLANs with host management interfaces

Switch ports configured to perform 802.1Q VLAN tagging/untagging, commonly referred to as ports with a native
VLAN or as access mode ports, can be used with XenServer management interfaces to place management traffic
on a desired VLAN. In this case the XenServer host is unaware of any VLAN configuration.

XenServer management interfaces cannot be assigned to a XenServer VLAN via a trunk port.

Using VLANSs with virtual machines

Switch ports configured as 802.1Q VLAN trunk ports can be used in combination with the XenServer VLAN features
to connect guest virtual network interfaces (VIFs) to specific VLANSs. In this case the XenServer host performs the
VLAN tagging/untagging functions for the guest, which is unaware of any VLAN configuration.

XenServer VLANs are represented by additional PIF objects representing VLAN interfaces corresponding to a
specified VLAN tag. XenServer networks can then be connected to the PIF representing the physical NIC to see
all traffic on the NIC, or to a PIF representing a VLAN to see only the traffic with the specified VLAN tag.

For procedures on how to create VLANs for XenServer hosts, either standalone or part of a resource pool, see
the section called “Creating VLANs”.
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Using VLANs with dedicated storage NICs

Dedicated storage NICs can be configured to use native VLAN / access mode ports as described above for
management interfaces, or with trunk ports and XenServer VLANs as described above for virtual machines. To
configure dedicated storage NICs, see the section called “Configuring a dedicated storage NIC”.

Combining management interfaces and guest VLANs on a single host NIC

A single switch port can be configured with both trunk and native VLANSs, allowing one host NIC to be used for a
management interface (on the native VLAN) and for connecting guest VIFs to specific VLAN IDs.

NIC bonds

NIC bonds can improve XenServer host resiliency by using two physical NICs as if they were one. If one NIC within
the bond fails the host's network traffic will automatically be routed over the second NIC. NIC bonds can work in
either an Active/Active mode, with traffic balanced between the bonded NICs, or in an Active/Passive mode.

XenServer NIC bonds completely subsume the underlying physical devices (PIFs). In order to activate a bond the
underlying PIFs must not be in use, either as the management interface for the host or by running VMs with VIFs
attached to the networks associated with the PIFs.

XenServer NIC bonds are represented by additional PIFs. The bond PIF can then be connected to a XenServer
network to allow VM traffic and host management functions to occur over the bonded NIC. The exact steps to
use to create a NIC bond depend on the number of NICs in your host, and whether the management interface
of the host is assigned to a PIF to be used in the bond.

XenServer bonded PIFs do not require IP configuration for the bond when used for guest traffic. This is because
the bond operates at Layer 2 of the OSI, the data link layer, and no IP addressing is used at this layer. When used
for non-guest traffic (to connect to it with XenCenter for management, or to connect to shared network storage),
one IP configuration is required per bond. (Incidentally, this is true of unbonded PIFs as well, and is unchanged
from XenServer 4.1.0.)

Gratuitous ARP packets are sent when assignment of traffic changes from one interface to another as a result
of fail-over.

Note:

Bonding is set up with an Up Delay of 31000ms and a Down Delay of 200ms. The seemingly
long Up Delay is purposeful because of the time taken by some switches to actually start
routing traffic. Without it, when a link comes back after failing, the bond might rebalance
traffic onto it before the switch is ready to pass traffic. If you want to move both connections
to a different switch, move one, then wait 31 seconds for it to be used again before moving
the other.

XenServer supports Source Level Balancing (SLB) and Active-Passive NIC bonding.

SLB bonding
SLB bonding characteristics

e is an active/active mode, but only supports load-balancing of VM traffic across the physical NICs
¢ provides fail-over support for all other traffic types
¢ does not require switch support for Etherchannel or 802.3ad (LACP)

¢ |oad balances traffic between multiple interfaces at VM granularity by sending traffic through different
interfaces based on the source MAC address of the packet

¢ isderived from the open source ALB mode and reuses the ALB capability to dynamically re-balance load across
interfaces
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Any given VIF will only use one of the links in the bond at a time. At startup no guarantees are made about the
affinity of a given VIF to a link in the bond. However, for VIFs with high throughput, periodic rebalancing ensures
that the load on the links is approximately equal.

APl Management traffic can be assigned to a XenServer bond interface and will be automatically load-balanced
across the physical NICs.

Re-balancing is provided by the existing ALB re-balance capabilities: the number of bytes going over each slave
(interface) is tracked over a given period. When a packet is to be sent that contains a new source MAC address it
is assigned to the slave interface with the lowest utilization. Traffic is re-balanced every 10 seconds.

Active-Passive bonding
Active-Passive bonding characteristics

¢ only passes traffic over one of the active slaves
¢ the bond will failover to use the other slave if the active slave loses network connectivity

¢ can be configured with one fast path, and one slow path for cost savings. In this scenario, the slow path should
only be used if there is a failure on the fast path

¢ does not require switch support for Etherchannel or 802.3ad(LACP)

¢ is derived from the open source Active-Backup mode

Initial networking configuration

The XenServer host networking configuration is specified during initial host installation. Options such as IP address
configuration (DHCP/static), the NIC used as the management interface, and hostname are set based on the
values provided during installation.

When a XenServer host has a single NIC, the follow configuration is present after installation:

¢ asingle PIF is created corresponding to the host's single NIC

¢ the PIF is configured with the IP addressing options specified during installation and to enable management
of the host

¢ the PIF is set for use in host management operations
¢ asingle network, network 0, is created

¢ network 0 is connected to the PIF to enable external connectivity to VMs

When a host has multiple NICs the configuration present after installation depends on which NIC is selected for
management operations during installation:
¢ PIFs are created for each NIC in the host

¢ the PIF of the NIC selected for use as the management interface is configured with the IP addressing options
specified during installation

¢ anetwork is created for each PIF ("network 0", "network 1", etc.)
e each network is connected to one PIF

¢ the IP addressing options of all other PIFs are left unconfigured

In both cases the resulting networking configuration allows connection to the XenServer host by XenCenter, the
xe CLI, and any other management software running on separate machines via the IP address of the management
interface. The configuration also provides external networking for VMs created on the host.

The PIF used for management operations is the only PIF ever configured with an IP address. External networking
for VMs is achieved by bridging PIFs to VIFs using the network object which acts as a virtual Ethernet switch.

The steps required for networking features such as VLANs, NIC bonds, and dedicating a NIC to storage traffic are
covered in the following sections.
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Managing networking configuration

Some of the network configuration procedures in this section differ depending on whether you are configuring
a stand-alone server or a server that is part of a resource pool.

Cross-Server Private networks
Note:

Creating cross-server private networks using the vSwitch Controller requires Citrix XenServer
Advanced editions or higher. To learn more about XenServer editions, and to find out how to
upgrade, visit the Citrix website here.

Previous versions of XenServer allowed you to create single-server private networks that allowed VMs running
on the same host to communicate with each other. XenServer 5.6 Service Pack 2 introduces a new cross-server
private network feature, which extends the single server private network concept to allow VMs on different hosts
to communicate with each other. Cross-server private networks combine the same isolation properties of a single-
server private network but with the additional ability to span hosts across a resource pool. This combination
enables use of VM agility features such as XenMotion live migration and Workload Balancing (WLB) for VMs with
connections to cross-server private networks.

Cross-server private networks are completely isolated. VMs that are not connected to the private network cannot
sniff or inject traffic into the network, even when they are located on the same physical host with VIFs connected
to a network on the same underlying physical network device (PIF). VLANs provide similar functionality, though
unlike VLANSs, cross-server private networks provide isolation without requiring configuration of a physical switch
fabric, through the use of the Generic Routing Encapsulation (GRE) IP tunnelling protocol.

Private networks provide the following benefits without requiring a physical switch:

¢ the isolation properties of single-server private networks

¢ the ability to span a resource pool, enabling VMs connected to a private network to live on multiple hosts
within the same pool

e compatibility with features such as XenMotion and Workload Balancing

Cross-Server Private Networks must be created on a management interface, as they require an IP addressable
PIF. Any IP-enabled PIF (referred to as a 'Management Interface' in XenCenter) can be used as the underlying
network transport. If you choose to put cross-server-private network traffic on a second management interface,
then this second management interface must be on a separate subnet.

If both management interfaces are on the same subnet, traffic will be routed incorrectly.
Note:
To create a cross-server private network, the following conditions must be met:

¢ all of the servers in the pool must be using XenServer 5.6 Service Pack 2 or greater
¢ all of the servers in the pool must be using the vSwitch for networking

¢ the pool must have a vSwitch Controller configured that handles the initialization and
configuration tasks required for the vSwitch connection

¢ they must be created on IP enabled PIF
To enable the vSwitch

1. Open a console on the host (or connect to the host via SSH) and run the following command:

xe-swi t ch- net wor k- backend openvswi tch

2. Reboot the host
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Note:

These steps must be performed on all hosts that use the vSwitch.

For more information on configuring the vSwitch, and configuring private networks, please refer to the XenServer
vSwitch Controller User Guide.

Creating networks in a standalone server

Because external networks are created for each PIF during host installation, creating additional networks is
typically only required to:

e use an internal network

¢ support advanced operations such as VLANs or NIC bonding

To add or remove networks using XenCenter, refer to the XenCenter online Help.

To add a new network using the CLI

1. Open the XenServer host text console.

2. Create the network with the network-create command, which returns the UUID of the newly created
network:

xe networ k-creat e nane-| abel =<nynet wor k>

At this point the network is not connected to a PIF and therefore is internal.

Creating networks in resource pools

All XenServer hosts in a resource pool should have the same number of physical network interface cards (NICs),
although this requirement is not strictly enforced when a XenServer host is joined to a pool.

Having the same physical networking configuration for XenServer hosts within a pool is important because all
hosts in a pool share a common set of XenServer networks. PIFs on the individual hosts are connected to pool-
wide networks based on device name. For example, all XenServer hosts in a pool with an ethO NIC will have a
corresponding PIF plugged into the pool-wide Net wor k 0 network. The same will be true for hosts with eth1
NICs and Net wor k 1, as well as other NICs present in at least one XenServer host in the pool.

If one XenServer host has a different number of NICs than other hosts in the pool, complications can arise because
not all pool networks will be valid for all pool hosts. For example, if hosts host1 and host2 are in the same pool
and host1 has four NICs while host2 only has two, only the networks connected to PIFs corresponding to ethO
and eth1 will be valid on host2. VMs on host1 with VIFs connected to networks corresponding to eth2 and eth3
will not be able to migrate to host host2.

Creating VLANs

For servers in a resource pool, you can use the pool-vlan-create command. This command creates the VLAN and
automatically creates and plugs in the required PIFs on the hosts in the pool. See the section called “pool-vlan-
create” for more information.

To connect a network to an external VLAN using the CLI
1. Open the XenServer host text console.
2. Create a new network for use with the VLAN. The UUID of the new network is returned:

xe networ k-create nane-| abel =net wor k5

3. Usethe pif-list command to find the UUID of the PIF corresponding to the physical NIC supporting the desired
VLAN tag. The UUIDs and device names of all PIFs are returned, including any existing VLANSs:

xe pif-list
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4.

Create a VLAN object specifying the desired physical PIF and VLAN tag on all VMs to be connected to the
new VLAN. A new PIF will be created and plugged into the specified network. The UUID of the new PIF object
is returned.

xe vl an-creat e network-uui d=<net wor k_uui d> pi f-uui d=<pi f _uui d> vl an=5

Attach VM VIFs to the new network. See the section called “Creating networks in a standalone server” for
more details.

Creating NIC bonds on a standalone host

Citrix recommends using XenCenter to create NIC bonds. For details, refer to the XenCenter help.

This section describes how to use the xe CLI to create bonded NIC interfaces on a standalone XenServer host. See
the section called “Creating NIC bonds in resource pools” for details on using the xe CLI to create NIC bonds on
XenServer hosts that comprise a resource pool.

Creating a NIC bond on a dual-NIC host

Creating a bond on a dual-NIC host implies that the PIF/NIC currently in use as the management interface for
the host will be subsumed by the bond. The additional steps required to move the management interface to the
bond PIF are included.

Bonding two NICs together

1.

Use XenCenter or the vm-shutdown command to shut down all VMs on the host, thereby forcing all VIFs to
be unplugged from their current networks. The existing VIFs will be invalid after the bond is enabled.

xe vm shut down uui d=<vm uui d>

Use the network-create command to create a new network for use with the bonded NIC. The UUID of the
new network is returned:

xe network-create nane-| abel =<bond0>

Use the pif-list command to determine the UUIDs of the PIFs to use in the bond:

xe pif-list

Use the bond-create command to create the bond; separated by commas, specify the newly created network
UUID and the UUIDs of the PIFs to be bonded. The UUID for the bond is returned:

xe bond- creat e networ k- uui d=<net wor k_uui d> pi f-uui ds=<pi f_uuid_1>, <pi f _uui d_2>
Note:

See the section called “Controlling the MAC address of the bond” for details on controlling
the MAC address used for the bond PIF.

Use the pif-list command to determine the UUID of the new bond PIF:

xe pif-list device=<bond0>

e If you wish to create an active/passive bond, run the following command:

xe pif-param set uui d=<bond_pif_uui d>ot her-confi g: bond- nrbde=act i ve- backup

Use the pif-reconfigure-ip command to configure the desired management interface IP address settings for
the bond PIF. See Appendix A, Command Line Interface for more detail on the options available for the pif-
reconfigure-ip command.

xe pif-reconfigure-ip uuid=<bond_pif_uui d> node=DHCP

Use the host-management-reconfigure command to move the management interface from the existing
physical PIF to the bond PIF. This step will activate the bond:
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xe host - managenent -reconfi gure pif-uui d=<bond_pi f_uui d>

8. Use the pif-reconfigure-ip command to remove the IP address configuration from the non-bonded PIF
previously used for the management interface. This step is not strictly necessary but might help reduce
confusion when reviewing the host networking configuration.

xe pif-reconfigure-ip uuid=<old nmanagenent pif_uui d> node=None

9. Move existing VMs to the bond network using the vif-destroy and vif-create commands. This step can also
be completed using XenCenter by editing the VM configuration and connecting the existing VIFs of a VM
to the bond network.

10. Restart the VMs shut down in step 1.
Controlling the MAC address of the bond

Creating a bond on a dual-NIC host implies that the PIF/NIC currently in use as the management interface for
the host will be subsumed by the bond. If DHCP is used to supply IP addresses to the host in most cases the
MAC address of the bond should be the same as the PIF/NIC currently in use, allowing the IP address of the host
received from DHCP to remain unchanged.

The MAC address of the bond can be changed from PIF/NIC currently in use for the management interface, but
doing so will cause existing network sessions to the host to be dropped when the bond is enabled and the MAC/
IP address in use changes.

The MAC address to be used for a bond can be controlled in two ways:

e an optional MaC parameter can be specified in the bond-create command. Using this parameter, the bond
MAC address can be set to any arbitrary address.

« If the mac parameter is not specified, the MAC address of the first PIF listed in the pi f - uui ds parameter
is used for the bond.

Reverting NIC bonds

If reverting a XenServer host to a non-bonded configuration, be aware of the following requirements:

¢ As when creating a bond, all VMs with VIFs on the bond must be shut down prior to destroying the bond. After
reverting to a non-bonded configuration, reconnect the VIFs to an appropriate network.

e Move the management interface to another PIF using the pif-reconfigure-ip and host-management-
reconfigure commands prior to issuing the bond-destroy command, otherwise connections to the host
(including XenCenter) will be dropped.

Creating NIC bonds in resource pools

Whenever possible, create NIC bonds as part of initial resource pool creation prior to joining additional hosts
to the pool or creating VMs. Doing so allows the bond configuration to be automatically replicated to hosts as
they are joined to the pool and reduces the number of steps required. Adding a NIC bond to an existing pool
requires creating the bond configuration manually on the master and each of the members of the pool. Adding
a NIC bond to an existing pool after VMs have been installed is also a disruptive operation, as all VMs in the pool
must be shut down.

Citrix recommends using XenCenter to create NIC bonds. For details, refer to the XenCenter help.

This section describes using the xe CLI to create bonded NIC interfaces on XenServer hosts that comprise a
resource pool. See the section called “Creating a NIC bond on a dual-NIC host” for details on using the xe CLI to
create NIC bonds on a standalone XenServer host.

Warning:

Do not attempt to create network bonds while HA is enabled. The process of bond creation
will disturb the in-progress HA heartbeating and cause hosts to self-fence (shut themselves
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down); subsequently they will likely fail to reboot properly and will need the host-emergency-
ha-disable command to recover.

Adding NIC bonds to new resource pools

1.

Select the host you want to be the master. The master host belongs to an unnamed pool by default. To create
a resource pool with the CLI, rename the existing nameless pool:

xe pool - param set nane-| abel =<"New Pool "> uui d=<pool _uui d>

Create the NIC bond on the master as follows:

a. Use the network-create command to create a new pool-wide network for use with the bonded NICs.
The UUID of the new network is returned.

xe network-create nane-| abel =<net wor k_nane>
b. Use the pif-list command to determine the UUIDs of the PIFs to use in the bond:
xe pif-list

c. Use the bond-create command to create the bond, specifying the network UUID created in step a and
the UUIDs of the PIFs to be bonded, separated by commas. The UUID for the bond is returned:

xe bond-create network-uui d=<networ k_uui d> pif-uui ds=<pif_uuid_1>, <pif_uuid_2>
Note:

See the section called “Controlling the MAC address of the bond” for details on controlling
the MAC address used for the bond PIF.

e If you wish to create an active/passive bond, run the following command:

xe pif-param set uui d=<bond_pi f_uui d>ot her-confi g: bond- nbde=acti ve- backup

d. Use the pif-list command to determine the UUID of the new bond PIF:

xe pif-list network-uuid=<network_ uuid>

e. Usethe pif-reconfigure-ip command to configure the desired management interface IP address settings
for the bond PIF. See Appendix A, Command Line Interface, for more detail on the options available for
the pif-reconfigure-ip command.

xe pif-reconfigure-ip uuid=<bond_pif_uui d> nmode=DHCP

f.  Usethe host-management-reconfigure command to move the management interface from the existing
physical PIF to the bond PIF. This step will activate the bond:

xe host - managenent -reconfi gure pif-uui d=<bond_pi f_uui d>

g. Use the pif-reconfigure-ip command to remove the IP address configuration from the non-bonded PIF
previously used for the management interface. This step is not strictly necessary but might help reduce
confusion when reviewing the host networking configuration.

xe pif-reconfigure-ip uuid=<old_managenment pif_uui d> node=None
Open a console on a host that you want to join to the pool and run the command:

xe pool -j oi n mast er-address=<host 1> mast er - user name=r oot mast er - passwor d=<passwor d>

The network and bond information is automatically replicated to the new host. However, the management
interface is not automatically moved from the host NIC to the bonded NIC. Move the management interface
on the host to enable the bond as follows:

a. Use the host-list command to find the UUID of the host being configured:

xe host-1ist
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4.

b.

Use the pif-list command to determine the UUID of bond PIF on the new host. Include the host - uui d
parameter to list only the PIFs on the host being configured:
xe pif-list network-nane-|abel =<networ k_nanme> host - uui d=<host _uui d>

Use the pif-reconfigure-ip command to configure the desired management interface IP address settings
for the bond PIF. See Appendix A, Command Line Interface, for more detail on the options available for
the pif-reconfigure-ip command. This command must be run directly on the host:

xe pif-reconfigure-ip uui d=<bond_pif_uui d> nmode=DHCP

Use the host-management-reconfigure command to move the management interface from the existing
physical PIF to the bond PIF. This step activates the bond. This command must be run directly on the host:
xe host - managenent -reconfi gure pif-uui d=<bond_pi f _uui d>

Use the pif-reconfigure-ip command to remove the IP address configuration from the non-bonded PIF
previously used for the management interface. This step is not strictly necessary but may help reduce
confusion when reviewing the host networking configuration. This command must be run directly on
the host server:

xe pif-reconfigure-ip uuid=<old_ngnt_pif_uui d> node=None

For each additional host you want to join to the pool, repeat steps 3 and 4 to move the management interface
on the host and to enable the bond.

Adding NIC bonds to an existing pool

Warning:

Do not attempt to create network bonds while HA is enabled. The process of bond creation
disturbs the in-progress HA heartbeating and causes hosts to self-fence (shut themselves
down); subsequently they will likely fail to reboot properly and you will need to run the host-
emergency-ha-disable command to recover them.

Note:

If you are not using XenCenter for NIC bonding, the quickest way to create pool-wide NIC
bonds is to create the bond on the master, and then restart the other pool members.
Alternately you can use the service xapi restart command. This causes the bond and VLAN
settings on the master to be inherited by each host. The management interface of each host
must, however, be manually reconfigured.

When adding a NIC bond to an existing pool, the bond must be manually created on each host in the pool.
The steps below can be used to add NIC bonds on both the pool master and other hosts with the following
requirements:

1.
2.
3.

All VMs in the pool must be shut down
Add the bond to the pool master first, and then to other hosts.

The bond-create, host-management-reconfigure and host-management-disable commands affect the host
on which they are run and so are not suitable for use on one host in a pool to change the configuration of
another. Run these commands directly on the console of the host to be affected.

To add NIC bonds to the pool master and other hosts

1.

Use the network-create command to create a new pool-wide network for use with the bonded NICs. This
step should only be performed once per pool. The UUID of the new network is returned.

xe network-create nane-| abel =<bond0>

Use XenCenter or the vm-shutdown command to shut down all VMs in the host pool to force all existing
VIFs to be unplugged from their current networks. The existing VIFs will be invalid after the bond is enabled.
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10.

11.
12.

xe vm shut down uui d=<vm uui d>

Use the host-list command to find the UUID of the host being configured:

xe host-1i st

Use the pif-list command to determine the UUIDs of the PIFs to use in the bond. Include the host - uui d
parameter to list only the PIFs on the host being configured:

xe pif-list host-uui d=<host_uui d>

Use the bond-create command to create the bond, specifying the network UUID created in step 1 and the
UUIDs of the PIFs to be bonded, separated by commas. The UUID for the bond is returned.

xe bond-creat e network-uui d=<networ k_uui d> pi f-uui ds=<pi f_uui d_1>, <pi f_uuid_2>
Note:

See the section called “Controlling the MAC address of the bond” for details on controlling
the MAC address used for the bond PIF.

Use the pif-list command to determine the UUID of the new bond PIF. Include the host - uui d parameter
to list only the PIFs on the host being configured:

xe pif-list device=bond0 host-uui d=<host _uui d>

Use the pif-reconfigure-ip command to configure the desired management interface IP address settings for
the bond PIF. See Appendix A, Command Line Interface for more detail on the options available for the pif-
reconfigure-ip command. This command must be run directly on the host:

xe pif-reconfigure-ip uuid=<bond_pif_uui d> node=DHCP
. If you wish to create an active/passive bond, run the following command:

xe pif-param set uui d=<bond_pif _uui d>ot her-confi g: bond- node=acti ve- backup

Use the host-management-reconfigure command to move the management interface from the existing
physical PIF to the bond PIF. This step will activate the bond. This command must be run directly on the host:

xe host - managenent -reconfi gure pif-uui d=<bond_pi f_uui d>

Use the pif-reconfigure-ip command to remove the IP address configuration from the non-bonded PIF
previously used for the management interface. This step is not strictly necessary, but might help reduce
confusion when reviewing the host networking configuration. This command must be run directly on the
host:

xe pif-reconfigure-ip uuid=<old_rmanagenent pif_uui d> node=None

Move existing VMs to the bond network using the vif-destroy and vif-create commands. This step can also
be completed using XenCenter by editing the VM configuration and connecting the existing VIFs of the VM
to the bond network.

Repeat steps 3 - 10 for other hosts.

Restart the VMs previously shut down.

Configuring a dedicated storage NIC

XenServer allows use of either XenCenter or the xe CLI to configure and dedicate a NIC to specific functions, such
as storage traffic.

Assigning a NIC to a specific function will prevent the use of the NIC for other functions such as host management,
but requires that the appropriate network configuration be in place in order to ensure the NIC is used for the
desired traffic. For example, to dedicate a NIC to storage traffic the NIC, storage target, switch, and/or VLAN must
be configured such that the target is only accessible over the assigned NIC. This allows use of standard IP routing
to control how traffic is routed between multiple NICs within a XenServer.
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Note:

Before dedicating a network interface as a storage interface for use with iSCSI or NFS SRs,
ensure that the dedicated interface uses a separate IP subnet which is not routable from
the main management interface. If this is not enforced, then storage traffic may be directed
over the main management interface after a host reboot, due to the order in which network
interfaces are initialized.

To assign NIC functions using the xe CLI

1. Ensure that the PIF is on a separate subnet, or routing is configured to suit your network topology in order
to force the desired traffic over the selected PIF.

2. Setup an IP configuration for the PIF, adding appropriate values for the mode parameter and if using static
IP addressing the IP, netmask, gateway, and DNS parameters:

xe pif-reconfigure-ip nmode=<DHCP | Static> uuid=<pif-uuid>
3. Set the PIF's disallow-unplug parameter to true:
xe pif-param set disall ow unplug=true uuid=<pif-uuid>
xe pif-param set other-config: mnanagenent _purpose="Storage" uui d=<pif-uui d>

If you want to use a storage interface that can be routed from the management interface also (bearing in mind
that this configuration is not recommended), then you have two options:

¢ After a host reboot, ensure that the storage interface is correctly configured, and use the xe pbd-unplug and xe
pbd-plug commands to reinitialize the storage connections on the host. This will restart the storage connection
and route it over the correct interface.

¢ Alternatively, you can use xe pif-forget to remove the interface from the XenServer database, and manually
configure it in the control domain. This is an advanced option and requires you to be familiar with how to
manually configure Linux networking.

Controlling Quality of Service (QoS)

Citrix XenServer allows an optional Quality of Service (QoS) value to be set on VM virtual network interfaces
(VIFs) using the CLI. The supported QoS algorithm type is rate limiting, specified as a maximum transfer rate for
the VIF in Kb per second.

For example, to limit a VIF to a maximum transfer rate of 100kb/s, use the vif-param-set command:

xe vif-param set uuid=<vif_uuid> qos_algorithmtype=ratelimt
xe vif-param set uuid=<vif_uuid> qos_al gorithm parans: kbps=100

Changing networking configuration options

This section discusses how to change the networking configuration of a XenServer host. This includes:

¢ changing the hostname

¢ adding or removing DNS servers

¢ changing IP addresses

¢ changing which NIC is used as the management interface

¢ adding a new physical NIC to the server
Hostname

The system hostname is defined in the pool-wide database and modified using the xe host-set-hostname-live
CLI command as follows:

xe host -set - host name-1i ve uui d=<host _uui d> host - name=exanpl e
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The underlying control domain hostname changes dynamically to reflect the new hostname.

DNS servers

To add or remove DNS servers in the IP addressing configuration of a XenServer host, use the pif-reconfigure-ip
command. For example, for a PIF with a static IP:

pi f-reconfigure-ip uui d=<pif_uui d> nobde=stati c DNS=<new_dns_i p>
Changing IP address configuration for a standalone host

Network interface configuration can be changed using the xe CLI. The underlying network configuration scripts
should not be modified directly.

To modify the IP address configuration of a PIF, use the pif-reconfigure-ip CLI command. See the section called
“pif-reconfigure-ip” for details on the parameters of the pif-reconfigure-ip command.

Note:

See the section called “Changing IP address configuration in resource pools” for details on
changing host IP addresses in resource pools.

Changing IP address configuration in resource pools

XenServer hosts in resource pools have a single management IP address used for management and
communication to and from other hosts in the pool. The steps required to change the IP address of a host's
management interface are different for master and other hosts.

Note:

Caution should be used when changing the IP address of a server, and other networking
parameters. Depending upon the network topology and the change being made, connections
to network storage may be lost. If this happens the storage must be replugged using the
Repair Storage function in XenCenter, or the pbd-plug command using the CLI. For this
reason, it may be advisable to migrate VMs away from the server before changing its IP
configuration.

Changing the IP address of a pool member host

1. Use the pif-reconfigure-ip CLI command to set the IP address as desired. See Appendix A, Command Line
Interface for details on the parameters of the pif-reconfigure-ip command:

xe pif-reconfigure-ip uuid=<pif_uui d> node=DHCP

2. Use the host-list CLI command to confirm that the member host has successfully reconnected to the master
host by checking that all the other XenServer hosts in the pool are visible:

xe host-1i st

Changing the IP address of the master XenServer host requires additional steps because each of the member
hosts uses the advertised IP address of the pool master for communication and will not know how to contact the
master when its IP address changes.

Whenever possible, use a dedicated IP address that is not likely to change for the lifetime of the pool for pool
masters.

To change the IP address of a pool master host

1. Use the pif-reconfigure-ip CLI command to set the IP address as desired. See Appendix A, Command Line
Interface for details on the parameters of the pif-reconfigure-ip command:

xe pif-reconfigure-ip uuid=<pif_uui d> node=DHCP
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2. When the IP address of the pool master host is changed, all member hosts will enter into an emergency
mode when they fail to contact the master host.

3. On the master XenServer host, use the pool-recover-slaves command to force the master to contact each
of the member hosts and inform them of the new master IP address:

xe pool -recover-sl aves

Management interface

When XenServer is installed on a host with multiple NICs, one NIC is selected for use as the management interface.
The management interface is used for XenCenter connections to the host and for host-to-host communication.

To change the NIC used for the management interface

1. Use the pif-list command to determine which PIF corresponds to the NIC to be used as the management
interface. The UUID of each PIF is returned.

xe pif-list

2. Use the pif-param-list command to verify the IP addressing configuration for the PIF that will be used for
the management interface. If necessary, use the pif-reconfigure-ip command to configure IP addressing for
the PIF to be used. See Appendix A, Command Line Interface for more detail on the options available for
the pif-reconfigure-ip command.

xe pif-paramlist uui d=<pif_uuid>

3. Usethe host-management-reconfigure CLI command to change the PIF used for the management interface.
If this host is part of a resource pool, this command must be issued on the member host console:

xe host - managenent -reconfi gure pif-uui d=<pif_uui d>
Warning:
Putting the management interface on a VLAN network is not supported.
Disabling management access
To disable remote access to the management console entirely, use the host-management-disable CLI command.
Warning:

Once the management interface is disabled, you will have to log in on the physical host
console to perform management tasks and external interfaces such as XenCenter will no
longer work.

Adding a new physical NIC

Install a new physical NIC on a XenServer host in the usual manner. Then, after restarting the server, run the xe
CLI command pif-scan to cause a new PIF object to be created for the new NIC.

NIC/PIF ordering in resource pools

It is possible for physical NIC devices to be discovered in different orders on different servers even though the
servers contain the same hardware. Verifying NIC ordering is recommended before using the pooling features
of XenServer.

Verifying NIC ordering

Use the pif-list command to verify that NIC ordering is consistent across your XenServer hosts. Review the MAC
address and carrier (link state) parameters associated with each PIF to verify that the devices discovered (et hO,
et hl, etc.) correspond to the appropriate physical port on the server.
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xe pif-list parans=uuid, device, MAC, currently-attached, carrier, managenent, \

| P-confi guration-node

uuid ( RO . 1lef 8209d- 5db5- cf 69- 3f e6- 0e8d24f 8f 518
device ( RO: ethO

MAC ( RO: 00: 19: bb: 2d: 7e: 8a
currently-attached ( RO: true
managenent ( RO : true
| P-configuration-node ( RO): DHCP
carrier ( RO: true
uuid ( RO : 829f d476- 2bbb- 67bb- 139f - d607c09e€9110
device ( RO: ethl
MAC ( RO: 00: 19: bb: 2d: 7e: 7a
currently-attached ( RO: false
managenent ( RO : fal se
| P-configuration-node ( RO: None
carrier ( RO: true

If the hosts have already been joined in a pool, add the host - uui d parameter to the pif-list command to scope
the results to the PIFs on a given host.

Re-ordering NICs

It is not possible to directly rename a PIF, although you can use the pif-forget and pif-introduce commands to
achieve the same effect with the following restrictions:
¢ The XenServer host must be standalone and not joined to a resource pool.

e Re-ordering a PIF configured as the management interface of the host requires additional steps which are
included in the example below. Because the management interface must first be disabled the commands must
be entered directly on the host console.

For the example configuration shown above use the following steps to change the NIC ordering so that et hO
corresponds to the device with a MAC address of 00: 19: bb: 2d: 7e: 7a:

1. Use XenCenter or the vm-shutdown command to shut down all VMs in the pool to force existing VIFs to be
unplugged from their networks.

xe vm shut down uui d=<vm uui d>

2. Use the host-management-disable command to disable the management interface:

xe host - managenent - di sabl e

3. Use the pif-forget command to remove the two incorrect PIF records:

xe pif-forget uui d=1lef 8209d-5db5-cf 69- 3f e6- 0e8d24f 8f 518
xe pif-forget uui d=829f d476-2bbb-67bb-139f-d607c09e9110

4. Use the pif-introduce command to re-introduce the devices with the desired naming:

xe pif-introduce devi ce=et hO host - uui d=<host _uui d> nac=00: 19: bb: 2d: 7e: 7a
xe pif-introduce devi ce=et hl host - uui d=<host _uui d> nmac=00: 19: bb: 2d: 7e: 8a

5. Use the pif-list command again to verify the new configuration:
xe pif-list parans=uuid, devi ce, MAC

6. Use the pif-reconfigure-ip command to reset the management interface IP addressing configuration. See
Appendix A, Command Line Interface for details on the parameters of the pif-reconfigure-ip command.

xe pif-reconfigure-ip uui d=<728d9e7f-62ed-a477-2c71-3974d75972eb> node=dhcp

7. Use the host-management-reconfigure command to set the management interface to the desired PIF and
re-enable external management connectivity to the host:
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xe host - managenent -reconfi gure pif-uui d=<728d9e7f - 62ed-a477-2c71-3974d75972eb>

Networking Troubleshooting

If you are having problems with configuring networking, first ensure that you have not directly modified any of
the control domain i f cf g- * files directly. These files are directly managed by the control domain host agent,
and changes will be overwritten.

Diagnosing network corruption

Some network card models require firmware upgrades from the vendor to work reliably under load, or when
certain optimizations are turned on. If you are seeing corrupted traffic to VMs, then you should first try to obtain
the latest recommended firmware from your vendor and apply a BIOS update.

If the problem still persists, then you can use the CLI to disable receive / transmit offload optimizations on the
physical interface.

Warning:

Disabling receive / transmit offload optimizations can result in a performance loss and / or
increased CPU usage.

First, determine the UUID of the physical interface. You can filter on the devi ce field as follows:
xe pif-list device=ethO

Next, set the following parameter on the PIF to disable TX offload:

xe pif-param set uui d=<pif_uui d> other-config: ethtool -tx=of f

Finally, re-plug the PIF or reboot the host for the change to take effect.

Recovering from a bad network configuration

In some cases it is possible to render networking unusable by creating an incorrect configuration. This is
particularly true when attempting to make network configuration changes on a member XenServer host.

If aloss of networking occurs, the following notes may be useful in recovering and regaining network connectivity:

¢ Citrix recommends that you ensure networking configuration is set up correctly before creating a resource
pool, as it is usually easier to recover from a bad configuration in a non-pooled state.

¢ The host-management-reconfigure and host-management-disable commands affect the XenServer host on
which they are run and so are not suitable for use on one host in a pool to change the configuration of another.
Run these commands directly on the console of the XenServer host to be affected, or use the xe - s, - U, and
- pwremote connection options.

e When the xapi service starts, it will apply configuration to the management interface first. The name of
the management interface is saved in the / et ¢/ xensour ce-i nvent ory file. In extreme cases, you
can stop the xapi service by running service xapi stop at the console, edit the inventory file to set the
management interface to a safe default, and then ensure that the i f cf g files in / et ¢/ sysconfi g/
net wor k- scri pt s have correct configurations for a minimal network configuration (including one interface
and one bridge; for example, ethO on the xenbr0 bridge).
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Backup and recovery

This chapter presents the functionality designed to give you the best chance to recover your XenServer from a
catastrophic failure of hardware or software, from lightweight metadata backups to full VM backups and portable
SRs.

Backing Up and Restoring XenServer Hosts and VMs

Citrix recommends that, whenever possible, you leave the installed state of XenServer hosts unaltered. That
is, do not install any additional packages or start additional services on XenServer hosts, and treat them as if
they are appliances. The best way to restore, then, is to re-install XenServer host software from the installation
media. If you have multiple XenServer hosts, the best approach is to configure a PXE boot server and appropriate
answerfiles for this purpose (see the XenServer Installation Guide).

For VMs, the best approach is to install backup agents on them, just as if they were standard physical servers.
For Windows VMs, as of this release we have tested CA BrightStor ARCserve Backup, and Symantec NetBackup
and Backup Exec.

For more information about backup tools tested, best practices, and backups in general, see the Citrix Knowledge
Base.

Citrix recommends that you frequently perform as many of the following backup procedures as possible to
recover from possible server and/or software failure.

To backup pool metadata

1.  Runthe command:

xe pool - dunp-dat abase fil e- nane=<backup>

2. Runthe command:

xe pool -restore-database fil e-name=<backup> dry-run=true

This command checks that the target machine has an appropriate number of appropriately named NICs,
which is required for the backup to succeed.

To backup host configuration and software

¢ Run the command:
xe host - backup host =<host> fil e- name=<host backup>
Note:

¢ Do not create the backup in the control domain.
¢ This procedure may create a large backup file.
¢ To complete a restore you have to reboot to the original install CD.

¢ This data can only be restored to the original machine.

To backup a VM

1. Ensure that the VM to be backed up is offline.

2. Runthe command:

xe vmexport vme<vm uui d> fil enane=<backup>

Note:
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This backup also backs up all of the VM data. When importing a VM, you can specify the
storage mechanism to use for the backed up data.

Warning:
Because this process backs up all of the VM data, it can take some time to complete.

To backup VM metadata only

. Run the command:

xe vmexport vme<vm uui d> fil enanme=<backup> net adat a=true

Backing up Virtual Machine metadata

XenServer hosts use a database on each host to store metadata about VMs and associated resources such as
storage and networking. When combined with storage repositories, this database forms the complete view of all
VMs available across the pool. Therefore it is important to understand how to backup this database in order to
recover from physical hardware failure and other disaster scenarios.

This section first describes how to backup metadata for single-host installations, and then for more complex pool
setups.

Backing up single host installations

Use the CLI to backup the pool database. To obtain a consistent pool metadata backup file, run pool-dump-
database on the XenServer host and archive the resulting file. The backup file will contain sensitive authentication
information about the pool, so ensure it is securely stored.

To restore the pool database, use the xe pool-restore-database command from a previous dump file. If your
XenServer host has died completely, then you must first do a fresh install, and then run the pool-restore-database
command against the freshly installed XenServer host.

After a restoration of the pool database, some VMs may still be registered as being Suspended, but if the
storage repository with their suspended memory state (defined in the suspend- VDI - uui d field) was a local
SR, it will no longer be available since the host has been reinstalled. To reset these VMs back to the Hal t ed
state so that they can be started up again, use the xe vm-shutdown vm=vm_name -force command, or use the
xe vm-reset-powerstate vm=<vm_name> -force command.

Warning:

XenServer hosts restored using this method will have their UUIDs preserved. If you restore
to a different physical machine while the original XenServer host is still running, there will
be duplicate UUIDs. The main observable effect of this will be that XenCenter will refuse
to connect to the second XenServer host. Pool database backup is not the recommended
mechanism for cloning physical hosts; use the automated installation support for that (see
the XenServer Installation Guide).

Backing up pooled installations

In a pool scenario, the master host provides an authoritative database that is synchronously mirrored to all the
member hosts in the pool. This provides a degree of built-in redundancy to a pool; the master can be replaced
by any member since each of them has an accurate version of the pool database. Please refer to the XenServer
Administrator's Guide for more information on how to transition a member into becoming a master host.

This level of protection may not be sufficient; for example, if your shared storage containing the VM data is backed
up in multiple sites, but your local server storage (containing the pool metadata) is not. To fully recreate a pool
given just a set of shared storage, you must first backup the pool-dump-database file on the master host, and
archive this file.
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Subsequently restoring this backup on a brand new set of hosts

1. Install a fresh set of XenServer hosts from the installation media, or over PXE.

2. Use the xe pool-restore-database on the host designated to be the new master.

3. Run the xe host-forget command on the new master to remove the old member machines.
4

Use the xe pool-join command on the member hosts to connect them to the new pool.

Backing up XenServer hosts

This section describes the XenServer host control domain backup and restore procedures. These procedures do
not back up the storage repositories that house the VMs, but only the privileged control domain that runs Xen
and the XenServer agent.

Note:

Because the privileged control domain is best left as installed, without customizing it with
other packages, Citrix recommends that you set up a PXE boot environment to cleanly
perform a fresh installation from the XenServer media as a recovery strategy. In many cases
you will not need to backup the control domain at all, but just save the pool metadata (see the
section called “Backing up Virtual Machine metadata”). This backup method should always
be considered complementary to backing up the pool metadata.

Using the xe commands host-backup and host-restore is another approach that you can take. The xe host-backup
command archives the active partition to a file you specify, and the xe host-restore command extracts an archive
created by xe host-backup over the currently inactive disk partition of the host. This partition can then be made
active by booting off the installation CD and choosing to restore the appropriate backup.

After completing the above steps and rebooting the host, you must ensure that the VM meta-data is restored
to a consistent state. This can be achieved by running xe pool-restore-database on / var / backup/ pool -
dat abase- ${ DATE} . This file is created by xe host-backup using xe pool-dump-database command before
archiving the running filesystem, to snapshot a consistent state of the VM metadata.

To back up a XenServer host

*  On aremote host with enough disk space, run the command:

xe host-backup file-nane=<fil enane> -h <hostnane> -u root -pw <password>

This creates a compressed image of the control domain file system in the location specified by the f i | e-
name argument.

To restore a running XenServer host

1. If you want to restore a XenServer host from a specific backup, run the following command while the
XenServer host is up and reachable:

xe host-restore file-name=<fil enane> -h <hostnane> -u root -pw <password>;

This command restores the compressed image back to the hard disk of the XenServer host on which the
command is run (not the host on which fi | enane resides). In this context “restore” is something of a
misnomer, as the word usually suggests that the backed-up state has been put fully in place. The restore
command here only unpacks the compressed backup file and restores it to its normal form, but it is written
to another partition (/ dev/ sda2) and does not overwrite the current version of the filesystem.

2. Tousethe restored version of the root filesystem, reboot the XenServer host using the XenServer installation
CD and select the Restore from backup option.

After the restore from backup is completed, reboot the XenServer host and it will start up from the restored
image.
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Finally, restore the VM meta-data using

xe pool -restore-database fil e-name=/var/backup/ pool - dat abase- *
Note:

Restoring from a backup as described here does not destroy the backup partition.

Restarting a crashed XenServer host

1. If your XenServer host has crashed and is not reachable anymore, you need to use the XenServer installation
CD to do an upgrade install. When that is completed, reboot the machine and make sure your host is
reachable with XenCenter or remote CLI.

2. Then proceed with the section called “Backing up XenServer hosts” above.

Backing up VMs

VMs are best backed up using standard backup tools running on them individually. For Windows VMs, we have
tested CA BrightStor ARCserve Backup.

Full metadata backup and disaster recovery (DR)

This section introduces the concept of Portable Storage Repositories (Portable SRs), and explains how they work
and how to use them as part of a DR strategy.

DR and metadata backup overview

XenServer 5.6 Service Pack 2 introduces the concept of Portable SRs. Portable SRs contain all of the information
necessary to recreate all the Virtual Machines (VMs) with Virtual Disk Images (VDIs) stored on the SR after re-
attaching the SR to a different host or pool. Portable SRs can be used when regular maintenance or disaster
recovery requires manually moving a SR between pools or standalone hosts.

Using portable SRs has similar constraints to XenMotion as both cases result in VMs being moved between hosts.
To use portable SRs:

¢ The source and destination hosts must have the same CPU type and networking configuration. The destination
host must have a network of the same name as the one of the source host.

¢ The SR media itself, such as a LUN for iSCSI and FibreChannel SRs, must be able to be moved, re-mapped, or
replicated between the source and destination hosts

e If using tiered storage, where a VM has VDIs on multiple SRs, all required SRs must be moved to the destination
host or pool

¢ Any configuration data required to connect the SR on the destination host or pool, such as the target IP address,
target IQN, and LUN SCSI ID for iSCSI SRs, and the LUN SCSI ID for FibreChannel SRs, must be maintained
manually

¢ The backup metadata option must be configured for the desired SR
Note:

When moving portable SRs between pools the source and destination pools are not required
to have the same number of hosts. Moving portable SRs between pools and standalone hosts
is also supported provided the above constraints are met.

Portable SRs work by creating a dedicated metadata VDI within the specified SR. The metadata VDI is used to

store copies of the pool or host database as well as the metadata describing the configuration of each VM. As a
result the SR becomes fully self-contained, or portable, allowing it to be detached from one host and attached
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to another as a new SR. Once the SR is attached a restore process is used to recreate all of the VMs on the SR
from the metadata VDI. For disaster recovery the metadata backup can be scheduled to run regularly to ensure
the metadata SR is current.

The metadata backup and restore feature works at the command-line level and the same functionality is also
supported in xsconsole. It is not currently available through XenCenter.

Backup and restore using xsconsole

When a metadata backup is first taken, a special backup VDI is created on a SR. This VDI has an ext 3 filesystem
that stores the following versioned backups:

¢ A full pool-database backup.
¢ Individual VM metadata backups, partitioned by the SRs in which the VM has disks.

¢ SR-level metadata which can be used to recreate the SR description when the storage is reattached.

On the XenServer host menu-driven text console, under the Backup, Update and Restore menu there are options
which provide a more user-friendly interface to these scripts. The operations should only be performed on the
pool master. You can use these menu options to perform 3 operations:

e Schedule a regular metadata backup to the default pool SR, either daily, weekly or monthly. This will regularly
rotate metadata backups and ensure that the latest metadata is present for that SR without any user
intervention being required.

¢ Trigger an immediate metadata backup to the SR of your choice. This will create a backup VDI if necessary, and
attach it to the host and backup all the metadata to that SR. Use this option if you have made some changes
which you want to see reflected in the backup immediately.

e Perform a metadata restoration operation. This will prompt you to choose an SR to restore from, and then
the option of restoring only VM records associated with that SR, or all the VM records found (potentially from
other SRs which were present at the time of the backup). There is also a dry run option to see which VMs
would be imported, but not actually perform the operation.

For automating this scripting, there are some commands in the control domain which provide an interface to
metadata backup and restore at a lower level than the menu options:

* xe-backup-metadata provides an interface to create the backup VDIs (with the -c flag), and also to attach the
metadata backup and examine its contents.
¢ xe-restore-metadata can be used to probe for a backup VDI on a newly attached SR, and also selectively

reimport VM metadata to recreate the associations between VMs and their disks.

Full usage information for both scripts can be obtained by running them in the control domain using the - h flag.
One particularly useful invocation mode is xe-backup-metadata -d which mounts the backup VDI into dom0, and
drops into a sub-shell with the backup directory so it can be examined.

Moving SRs between hosts and Pools

The metadata backup and restore options can be run as scripts in the control domain or through the Backup,
Restore, and Update menu option in the xsconsole. All other actions, such as detaching the SR from the source
host and attaching it to the destination host, can be performed using XenCenter, the menu-based xsconsole, or
the xe CLI. This example uses a combination of XenCenter and xsconsole.

To create and move a portable SR using the xsconsole and XenCenter

1. On the source host or pool, in xsconsole, select the Backup, Restore, and Update menu option, select the
Backup Virtual Machine Metadata option, and then select the desired SR.

2. InXenCenter, select the source host or pool and shutdown all running VMs with VDIs on the SR to be moved.
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3.

10.

11.

12.

13.

In the tree view select the SR to be moved and select Storage > Detach Storage Repository. The Detach
Storage Repository menu option will not be displayed if there are running VMs with VDIs on the selected
SR. After being detached the SR will be displayed in a grayed-out state.

Warning:

Do not complete this step unless you have created a backup VDI in step 1.

Select Storage > Forget Storage Repository to remove the SR record from the host or pool.
Select the destination host in the tree view and select Storage > New Storage Repository.

Create a new SR with the appropriate parameters required to reconnect the existing SR to the destination
host. In the case of moving a SR between pools or hosts within a site the parameters may be identical to
the source pool.

Every time a new SR is created the storage is checked to see if it contains an existing SR. If so, an option is
presented allowing re-attachment of the existing SR. If this option is not displayed the parameters specified
during SR creation are not correct.

Select Reattach.
Select the new SR in the tree view and then select the Storage tab to view the existing VDIs present on the SR.

In xsconsole on the destination host, select the Backup, Restore, and Update menu option, select the
Restore Virtual Machine Metadata option, and select the newly re-attached SR.

The VDIs on the selected SR are inspected to find the metadata VDI. Once found, select the metadata backup
you want to use.

Select the Only VMs on this SR option to restore the VMs.
Note:

Use the All VM Metadata option when moving multiple SRs between hosts or pools, or when
using tiered storage where VMs to be restored have VDIs on multiple SRs. When using this
option ensure all required SRs have been reattached to the destination host prior running
the restore.

The VMs are restored in the destination pool in a shutdown state and are available for use.

Using Portable SRs for Manual Multi-Site Disaster Recovery

The Portable SR feature can be used in combination with storage layer replication in order to simplify the process
of creating and enabling a disaster recovery (DR) site. Using storage layer replication to mirror or replicate LUNs
that comprise portable SRs between production and DR sites allows all required data to be automatically present
in the DR site. The constraints that apply when moving portable SRs between hosts or pools within the same
site also apply in the multi-site case, but the production and DR sites are not required to have the same number
of hosts. This allows use of either dedicated DR facilities or non-dedicated DR sites that run other production
workloads.

Using portable SRs with storage layer replication between sites to enable the DR site in case of

disaster

1. Any storage layer configuration required to enable the mirror or replica LUN in the DR site are performed.

2.  AnSRis created for each LUN in the DR site.

3.  VMs are restored from metadata on one or more SRs.

4. Any adjustments to VM configuration required by differences in the DR site, such as IP addressing, are
performed.

5. VMs are started and verified.

6. Trafficis routed to the VMs in the DR site.
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VM Snapshots

XenServer provides a convenient snapshotting mechanism that can take a snapshot of a VM storage and metadata
at a given time. Where necessary, |0 is temporarily halted while the snapshot is being taken to ensure that a self-
consistent disk image can be captured.

Snapshot operations result in a snapshot VM that is similar to a template. The VM snapshot contains all the
storage information and VM configuration, including attached VIFs, allowing them to be exported and restored
for backup purposes. Snapshots are supported on all storage types, though for the LVM-based storage types the
storage repository must have been upgraded if it was created on a previous version of XenServer and the volume
must be in the default format (t ype=r awvolumes cannot be snapshotted).

The snapshotting operation is a 2 step process:

¢ Capturing metadata as a template.

¢ Creating a VDI snapshot of the disk(s).

Three types of VM snapshots are supported: regular, quiesced, and snapshot with memory

Regular Snapshots

Regular snapshots are crash consistent and can be performed on all VM types, including Linux VMs.

Quiesced Snapshots

Quiesced snapshots take advantage of the Windows Volume Shadow Copy Service (VSS) to generate application
consistent point-in-time snapshots. The VSS framework helps VSS-aware applications (for example Microsoft
Exchange or Microsoft SQL Server) flush data to disk and prepare for the snapshot before it is taken.

Quiesced snapshots are therefore safer to restore, but can have a greater performance impact on a system while
they are being taken. They may also fail under load so more than one attempt to take the snapshot may be
required.

XenServer supports quiesced snapshots on Windows Server 2003 and Windows Server 2008 for both 32-bit and
64-bit variants. Windows 2000, Windows XP and Windows Vista are not supported. For further detail on quiesced
snapshots, see the section called “Advanced Notes for Quiesced Snapshots”.

Snapshots with memory

In addition to saving the VMs memory (storage) and metadata, snapshots with memory also save the VMs state
(RAM). This can be useful if you are upgrading or patching software, or want to test a new application, but also
want the option to be able to get back to the current, pre-change state (RAM) of the VM. Reverting back to a
snapshot with memory, does not require a reboot of the VM.

You can take a snapshot with memory of a running or suspended VM via the XenAPI, the xe CLI, or by using
XenCenter.

Creating a VM Snapshot

Before taking a snapshot, see the section called “Preparing to clone a Windows VM” in XenServer Virtual Machine
Installation Guide and the section called “Preparing to clone a Linux VM” in XenServer Virtual Machine Installation
Guide for information about any special operating system-specific configuration and considerations to take into
account.

Firstly, ensure that the VM is running or suspended so that the memory status can be captured. The simplest
way to select the VM on which the operation is to be performed is by supplying the argument vnE<nane>
or vnE<vm uui d>> .

Run the vm-snapshot and vm-snapshot-with-quiesce commands to take a snapshot of a VM.
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xe vm snapshot vmeE<vm uui d> new nane- | abel =<vm snapshot _nane>
xe vm snapshot -wi t h- qui esce vime<vm uui d> new- nane- | abel =<vm snapshot _nane>

Creating a snapshot with memory
Run the vm-checkpoint command, giving a descriptive name for the snapshot with memory, so that you can
identify it later:

xe vm checkpoi nt vneE<vm uui d> new nane- | abel =<nane of the checkpoi nt>

When XenServer has completed creating the snapshot with memory - its uuid will be displayed.
For example:
xe vm checkpoi nt vmr2d1d9a08- e479- 2f 0a- 69e7- 24a0e062dd35 \

new nane- | abel =exanpl e_checkpoi nt _1
b3c0f 369- 59al- dd16- ecd4- al211df 29886

A snapshot with memory requires at least 4MB of disk space per disk, plus the size of the RAM, plus around 20%
overhead. So a checkpoint with 256MB RAM would require approximately 300MB of storage.
Note:

During the checkpoint creation process, the VM is paused for a brief period of time, and
cannot be used during this period.

To list all of the snapshots on a XenServer pool
Run the snapshot-list command:
xe snapshot-1i st

This lists all of the snapshots in the XenServer pool.

To list the snapshots on a particular VM

You will need to know the uuid of the particular VM; to do this run the vm-list command.

xe vmli st

This displays a list of all VMs and their UUIDs. For example:

xe vmli st

uuid ( RO: 116dd310- a0ef-a830-37c8-df 41521ff72d
nane- | abel ( RW: Wndows Server 2003 (1)
power-state ( RO: halted

uuid ( RO: 96fdeB888-2al8-c042-491a-014e22b07839
nane-| abel ( RW: Wndows XP SP3 (1)

power-state ( RO: running

uuid ( RO : dff45c56-426a-4450-a094- d3bbala2ba3f

nane- | abel ( RW: Control domain on host
power-state ( RO: running

VMs can also be specified by filtering the full list of VMs on the values of fields.
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For example, specifying power-state=halted will select all VMs whose power-state field is equal to 'halted'. Where
multiple VMs are matching, the option --multiple must be specified to perform the operation. The full list of fields
that can be matched can be obtained by the command xe vm-list params=all.

Locate the required VM and then enter the following:

xe snapshot-li st snapshot - of =<vm uui d>

For example:

xe snapshot-1i st snapshot - of =2d1d9a08- e479- 2f Oa- 69e7- 24a0e062dd35
This lists the snapshots currently on that VM:

uuid ( RO: d7eef b03-39bc- 80f 8-8d73-2calbab7dcff

name- | abel ( RW: Regul ar

name-description ( RW:

snapshot _of ( RO : 2d1d9a08-e479- 2f 0a- 69e7- 24a0e062dd35

snapshot _time ( RO: 20090914T15: 37: 00Z

uuid ( RO: 1760561d-a5d1l-5d5e- 2be5- d0dd99a3blef

name-| abel ( RW: Snapshot w th menory

name-description ( RW:

snapshot _of ( RO): 2d1d9a08-e479- 2f Oa- 69e7- 24a0e062dd35
snapshot _time ( RO: 20090914T15: 39: 457

Restoring a VM to its previous state

Ensure that you have the uuid of the snapshot that you want to revert to, and then run the snapshot-revert
command:

To do this:
1. Run the snapshot-list command to find the UUID of the snapshot or checkpoint that you want to revert to:

xe snapshot -1i st

2. Note the uuid of the snapshot, and then run the following command to revert:

xe snapshot-revert snapshot - uui d=<snapshot uui d>

For example:

xe snapshot-revert snapshot - uui d=b3c0f 369-59al- dd16-ecd4-al211df 29886
After reverting to a checkpoint, the VM will be suspended.
Note:

It is possible to revert to any snapshot in time,forwards or backwards. Existing snapshots and
checkpoints are not deleted during revert.

Deleting a snapshot

Ensure that you have the UUID of the checkpoint or snapshot that you wish to remove, and then run the following
command:

1. Run the snapshot-list command to find the UUID of the snapshot or checkpoint that you want to revert to:

xe snapshot-1|i st
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2. Note the UUID of the snapshot, and then run the snapshot-uninstall command to remove it:

xe snapshot -uni nstal | snapshot - uui d=<snapshot - uui d>

3. This command alerts you to the VM and VDIs that will be deleted. Type yes to confirm.

For example:

xe snapshot - uni nstal | snapshot - uui d=1760561d- a5d1- 5d5e- 2be5- d0dd99a3blef
The following itenms are about to be destroyed
VM : 1760561d- a5d1- 5d5e- 2be5- d0dd99a3blef (Snapshot w th nmenory)
VDI : 1lad4aa81- 3c6b- 4f 7d- 805a- b6ea02947582 (0)
VDI : 43c33fe7-a768-4612- bf 8c- c385e2c657ed (1)
VDI : 4c33c84a- a874- 42db- 85b5- 5e29174f a9b2 ( Suspend i mage)
Type 'yes' to continue
yes
Al'l objects destroyed
If you only want to remove the metadata of a checkpoint or snapshot, run the following command:

xe snapshot - destroy snapshot - uui d=<snapshot - uui d>

For example:

xe snapshot - destroy snapshot - uui d=d7eef b03- 39bc- 80f 8- 8d73- 2calbab7dcf f
Snapshot Templates

Creating a template from a snapshot

You can create a VM template from a snapshot, however its memory state will be removed.
To do this:

1. Use the commandsnapshot-copy and specify a new-name-label for the template:

xe snapshot - copy new nane-| abel =<vm t enpl at e- nane> \
snapshot - uui d=<uui d of the snapshot>

For example:

xe snapshot - copy new nane-| abel =exanpl e_tenplate_1
snapshot - uui d=b3c0f 369- 59al- dd16- ecd4- al211df 29886

Note:

This creates a template object in the SAME pool. This template exists in the XenServer
database for the current pool only.

2. To verify that the template has been created, run the command template-list:

xe tenplate-1list
This will list all of the templates on the XenServer host.
Exporting a snapshot to a template

When you export a VM snapshot, a complete copy of the VM (including disk images) is stored as a single file on
your local machine, with a .xva file extension.

To do this:
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1. Use the command snapshot-export-to-template to create a new template file:

xe snapshot -export-to tenpl ate snapshot - uui d=<snapshot - uui d> \
filename=<tenpl ate- fil ename>

For example:

xe snapshot - export-to-tenpl ate snapshot - uui d=b3c0f 369- 59al- dd16- ecd4- al211df 29886 \
fil ename=exanpl e_t enpl at e_export

The VM export/import feature can be used in a number of different ways:

¢ As a convenient backup facility for your VMs. An exported VM file can be used to recover an entire VM in the
event of disaster.

¢ Asaway of quickly copying a VM, for example, a special-purpose server configuration that you use many times.
You simply configure the VM the way you want it, export it, and then import it to create copies of your original
VM.

¢ As a simple method for moving a VM to another server.

For further information on the use of templates refer to the Creating VMs chapter in the XenServer Virtual
Machine Installation Guide and also the Managing virtual machines section in the XenCenter Help.

Advanced Notes for Quiesced Snapshots
Note:

Do not forget to install the Xen VSS provider in the Windows guest in order to support VSS.
This is done using the install- XenProvider.cmd script provided with the Windows PV drivers.
More details can be found in the Virtual Machine Installation Guide in the Windows section.

In general, a VM can only access VDI snapshots (not VDI clones) of itself using the VSS interface. There is a flag
that can be set by the XenServer administrator whereby adding an attribute of snapnmanager =t r ue to the
VM ot her - conf i g allows that VM to import snapshots of VDIs from other VMs.

Warning:

This opens a security vulnerability and should be used with care. This feature allows
an administrator to attach VSS snapshots using an in-guest transportable snapshot ID as
generated by the VSS layer to another VM for the purposes of backup.

VSS quiesce timeout: the Microsoft VSS quiesce period is set to a non-configurable value of 10 seconds, and it is
quite probable that a snapshot may not be able to complete in time. If, for example the XAPI daemon has queued
additional blocking tasks such as an SR scan, the VSS snapshot may timeout and fail. The operation should be
retried if this happens.

Note:

The more VBDs attached to a VM, the more likely it is that this timeout may be reached.
Citrix recommends attaching no more that 2 VBDs to a VM to avoid reaching the timeout.
However, there is a workaround to this problem. The probability of taking a successful VSS
based snapshot of a VM with more than 2 VBDs can be increased manifold, if all the VDIs for
the VM are hosted on different SRs.

VSS snapshot all the disks attached to a VM: in order to store all data available at the time of a VSS snapshot,
the XAPI manager will snapshot all disks and the VM metadata associated with a VM that can be snapshotted
using the XenServer storage manager API. If the VSS layer requests a snapshot of only a subset of the disks, a
full VM snapshot will not be taken.

vm-snapshot-with-quiesce produces bootable snapshot VM images: To achieve this, the XenServer VSS hardware
provider makes snapshot volumes writable, including the snapshot of the boot volume.
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VSS snap of volumes hosted on dynamic disks in the Windows Guest : The vm-snapshot-with-quiesce CLI and the
XenServer VSS hardware provider do not support snapshots of volumes hosted on dynamic disks on the Windows
VM.

Note:

Using EqualLogic or NetApp storage requires a Citrix XenServer Advanced Edition or higher
license. To learn more about XenServer editions, and to find out how to upgrade, visit the
Citrix website here.

Note:

Do not forget to install the Xen VSS provider in the Windows guest in order to support VSS.
Thisisdone usingthei nst al | - XenPr ovi der . cnd script provided with the Windows PV
drivers. More details can be found in the Virtual Machine Installation Guide in the Windows
section.

VM Protection and Recovery
Note:

VM Protection and Recovery requires a Citrix XenServer Platinum Edition. To learn more about
XenServer editions, and to find out how to upgrade, visit the Citrix web site here.

XenServer's VM Protection and Recovery (VMPR)feature provides a simple backup and restore utility for your
critical service VMs. Regular scheduled snapshots are taken automatically and can be used to restore VMs in case
of disaster. Scheduled snapshots can also be automatically archived to a remote CIFS or NFS share, providing an
additional level of security.

VM Protection and Recovery works by having pool-wide VM protection policies that define snapshot schedules
for selected VMs in the pool. When a policy is enabled, snapshots are taken of the specified VMs at the scheduled
time each hour, day or week, and, if configured, the snapshots can also be archived automatically. Several policies
may be enabled in a pool, covering different VMs and with different schedules.

Note:

A VM can only be assigned to one VMPR policy at a time.

Naming convention for VM archive folders

When using VMPR, the following naming convention for archive folders and their contents applies. The archive
folder name combines the VM name and the first 16 characters of the VM UUID. For example:

If the VM name = W n7_Test 1, and the VM UUID = cb53200c- bbd8- 4c12- a076- e2eb29b38f 06
then the archive folder is named W n7_Test 1-cb53200c- bbd8- 4c.

This folder contains archived VM files, in the YYYYMVDD- HHVM xva form. For example:
20100624- 1830. xva
20100625- 1830. xva

20100625-1830. xva

For more information on using VM Protection and Recovery, please see the XenCenter online help.

Coping with machine failures
This section provides details of how to recover from various failure scenarios. All failure recovery scenarios require

the use of one or more of the backup types listed in the section called “Backing Up and Restoring XenServer
Hosts and VMs”.
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Member failures

In the absence of HA, master nodes detect the failures of members by receiving regular heartbeat messages. If
no heartbeat has been received for 200 seconds, the master assumes the member is dead. There are two ways
to recover from this problem:

e Repair the dead host (e.g... by physically rebooting it). When the connection to the member is restored, the
master will mark the member as alive again.

e Shutdown the host and instruct the master to forget about the member node using the xe host-forget CLI
command. Once the member has been forgotten, all the VMs which were running there will be marked as
offline and can be restarted on other XenServer hosts. Note it is very important to ensure that the XenServer
host is actually offline, otherwise VM data corruption might occur. Be careful not to split your pool into multiple
pools of a single host by using xe host-forget , since this could result in them all mapping the same shared
storage and corrupting VM data.

Warning:

e If you are going to use the forgotten host as a XenServer host again, perform a fresh
installation of the XenServer software.

e Do not use xe host-forget command if HA is enabled on the pool. Disable HA first, then
forget the host, and then re-enable HA.

When a member XenServer host fails, there may be VMs still registered in the running state. If you are sure that
the member XenServer host is definitely down, and that the VMs have not been brought up on another XenServer
host in the pool, use the xe vm-reset-powerstate CLI command to set the power state of the VMs to hal t ed.
See the section called “vm-reset-powerstate” for more details.

Warning:

Incorrect use of this command can lead to data corruption. Only use this command if
absolutely necessary.

Master failures

Every member of a resource pool contains all the information necessary to take over the role of master if required.
When a master node fails, the following sequence of events occurs:

1. If HA is enabled, another master is elected automatically.

2. If HA'is not enabled, each member will wait for the master to return.

If the master comes back up at this point, it re-establishes communication with its members, and operation
returns to normal.

If the master is really dead, choose one of the members and run the command xe pool-emergency-transition-
to-master on it. Once it has become the master, run the command xe pool-recover-slaves and the members
will now point to the new master.

If you repair or replace the server that was the original master, you can simply bring it up, install the XenServer
host software, and add it to the pool. Since the XenServer hosts in the pool are enforced to be homogeneous,
there is no real need to make the replaced server the master.

When a member XenServer host is transitioned to being a master, you should also check that the default pool
storage repository is set to an appropriate value. This can be done using the xe pool-param-list command and
verifying that the def aul t - SR parameter is pointing to a valid storage repository.

Pool failures

In the unfortunate event that your entire resource pool fails, you will need to recreate the pool database from
scratch. Be sure to regularly back up your pool-metadata using the xe pool-dump-database CLI command (see
the section called “pool-dump-database”).
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To restore a completely failed pool

1. Install a fresh set of hosts. Do not pool them up at this stage.

2. For the host nominated as the master, restore the pool database from your backup using the xe pool-
restore-database (see the section called “pool-restore-database”) command.

3. Connect to the master host using XenCenter and ensure that all your shared storage and VMs are available
again.

4. Perform a pool join operation on the remaining freshly installed member hosts, and start up your VMs on
the appropriate hosts.

Coping with Failure due to Configuration Errors
If the physical host machine is operational but the software or host configuration is corrupted:
To restore host software and configuration

1.  Runthe command:

xe host-restore host=<host> fil e-name=<host backup>

2. Reboot to the host installation CD and select Restore from backup.

Physical Machine failure
If the physical host machine has failed, use the appropriate procedure listed below to recover.
Warning:

Any VMs which were running on a previous member (or the previous host) which has failed
will still be marked as Runni ng in the database. This is for safety-- simultaneously starting
a VM on two different hosts would lead to severe disk corruption. If you are sure that the
machines (and VMs) are offline you can reset the VM power state to Hal t ed:

Xxe vmreset-powerstate vnmeE<vm uui d> --force

VMs can then be restarted using XenCenter or the CLI.

Replacing a failed master with a still running member

1. Runthe commands:

xe pool - emergency-transition-to-master
xe pool -recover-sl aves

2. If the commands succeed, restart the VMs.

To restore a pool with all hosts failed

1. Runthe command:

xe pool -restore-database fil e-name=<backup>
Warning:

This command will only succeed if the target machine has an appropriate number of
appropriately named NICs.

100



CiTRIX

4.

If the target machine has a different view of the storage (for example, a block-mirror with a different IP
address) than the original machine, modify the storage configuration using the pbd-destroy command and
then the pbd-create command to recreate storage configurations. See the section called “PBD Commands”
for documentation of these commands.

If you have created a new storage configuration, use pbd-plug or Storage > Repair Storage Repository menu
item in XenCenter to use the new configuration.

Restart all VM.

To restore a VM when VM storage is not available

1.

Run the command:

xe vminport fil ename=<backup> net adat a=true

If the metadata import fails, run the command:

xe vminport fil ename=<backup> netadata=true --force

This command will attempt to restore the VM metadata on a 'best effort' basis.

Restart all VMs.
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Monitoring and managing XenServer

XenServer and XenCenter provide access to alerts that are generated when noteworthy things happen. XenCenter
provides various mechanisms of grouping and maintaining metadata about managed VMs, hosts, storage
repositories, and so on.

Note:

Full monitoring and alerting functionality is only available is only available with XenServer
Advanced edition or above. To find out about XenServer editions and how to upgrade, visit
the Citrix website here.

Alerts

XenServer generates alerts for the following events.
Configurable Alerts:

¢ New XenServer patches available
¢ New XenServer version available

¢ New XenCenter version available

Alerts generated by XenCenter:

Alert Description

XenCenter old the XenServer expects a newer version but can still connect to the current version
XenCenter out of date XenCenter is too old to connect to XenServer

XenServer out of date XenServer is an old version that the current XenCenter cannot connect to

License expired alert your XenServer license has expired

Missing IQN alert XenServer uses iSCSI storage but the host IQN is blank

Duplicate IQN alert XenServer uses iSCSI storage, and there are duplicate host IQNs

Alerts generated by XenServer:

¢ ha_host_failed

¢ ha_host_was_fenced

¢ ha_network_bonding_error

* ha_pool_drop_in_plan_exists_for
¢ ha_pool_overcommitted

¢ ha_protected_vm_restart_failed
¢ ha_statefile_lost

¢ host_clock_skew_detected

¢ host_sync_data_failed

¢ license_does_not_support_pooling
e pbd_plug_failed_on_server_start

* pool_master_transition
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The following alerts appear on the performance graphs in XenCenter. See the XenCenter online help for more
information:

e vm_cloned

e vm_crashed
e vm_rebooted
e vm_resumed
e vm_shutdown
e vm_started

e vm_suspended

Customizing Alerts
Note:

Triggers for alerts are checked at a minimum interval of five minutes (this avoids placing
excessive load on the system to check for these conditions and reporting of false positives);
setting an alert repeat interval smaller than this will result in the alerts still being generated
at the five minute minimum interval.

The performance monitoring per f non runs once every 5 minutes and requests updates from XenServer which
are averages over 1 minute, but these defaults can be changed in/ et ¢/ sysconfi g/ per f non.

Every 5 minutes per f mon reads updates of performance variables exported by the XAPI instance running on
the same host. These variables are separated into one group relating to the host itself, and a group for each VM
running on that host. For each VM and also for the host, per f mon reads in the ot her - confi g: per f non
parameter and uses this string to determine which variables it should monitor, and under which circumstances
to generate a message.

vm ot her - confi g: per f mon and host : ot her - confi g: per f mon values consist of an XML string like
the one below:

<config>
<vari abl e>
<nanme val ue="cpu_usage"/ >
<alarmtrigger_level value="LEVEL"/>
</vari abl e>
<vari abl e>
<name val ue="networ k_usage"/ >
<alarmtrigger_level value="LEVEL"/>
</vari abl e>
</ confi g>

Valid VM Elements

name
what to call the variable (no default). If the name value is one of cpu_usage, net wor k_usage, or
di sk_usage therrd_regex and al arm tri gger _sense parameters are not required as defaults
for these values will be used.

alarm_priority
the priority of the messages generated (default 5)

alarm_trigger_level
level of value that triggers an alarm (no default)

alarm_trigger_sense
hi ghifal arm trigger_| evel isamaximum value otherwise | owif the al arm t ri gger _I| evel
is @ minimum value. (default hi gh)
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alarm_trigger_period
number of seconds that values above or below the alarm threshold can be received before an alarm is sent
(default 60)

alarm_auto_inhibit_period
number of seconds this alarm disabled after an alarm is sent (default 3600)

consolidation_fn
how to combine variables from rrd_updates into one value (default is Sum- other choice is aver age)

rrd_regex
regular expression to match the names of variables returned by the xe vm-data-source-list uuid=<vmuuid>
command that should be used to compute the statistical value. This parameter has defaults for the named
variables cpu_usage, net wor k_usage, and di sk_usage. If specified, the values of all items returned
by xe vm-data-source-list whose names match the specified regular expression will be consolidated using
the method specified as the consol i dati on_f n.

Valid Host Elements

name
what to call the variable (no default)

alarm_priority
the priority of the messages generated (default 5)

alarm_trigger_level
level of value that triggers an alarm (no default)

alarm_trigger_sense
hi ghifal arm tri gger _| evel isa maximum value otherwise | owiftheal arm tri gger _| evel
is @ minimum value. (default hi gh)

alarm_trigger_period
number of seconds that values above or below the alarm threshold can be received before an alarm is sent
(default 60)

alarm_auto_inhibit_period
number of seconds this alarm disabled after an alarm is sent (default 3600)

consolidation_fn
how to combine variables from rrd_updates into one value (default Sum- other choice is aver age)

rrd_regex
regular expression to match the names of variables returned by the xe vm-data-source-list uuid=<vmuuid>
command that should be used to compute the statistical value. This parameter has defaults for the named
variables cpu_usage and net wor k_usage. If specified, the values of all items returned by xe vm-data-
source-list whose names match the specified regular expression will be consolidated using the method
specified as the consol i dati on_fn.

Configuring Email Alerts

Note:

Email alerts are only available in a pool with a is only available with XenServer Advanced
edition or above. To find out about XenServer editions and how to upgrade, visit the Citrix
website here.

Alerts generated from XenServer can also be automatically e-mailed to the resource pool administrator, in
addition to being visible from the XenCenter GUI. To configure this, specify the email address and SMTP server:

pool : ot her-confi g: mail -desti nati on=<j oe. bl oggs@lonai n.tl d>
pool : ot her-confi g: ssnt p- mai | hub=<snt p. donmain. tld[:port]>

You can also specify the minimum value of the priority field in the message before the email will be sent:
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pool : ot her-config: mail-mn-priority=<|evel >
The default priority level is 5.
Note:

Some SMTP servers only forward mails with addresses that use FQDNs. If you find that emails
are not being forwarded it may be for this reason, in which case you can set the server
hostname to the FQDN so this is used when connecting to your mail server.

Custom Fields and Tags

XenCenter supports the creation of tags and custom fields, which allows for organization and quick searching of
VMs, storage and so on. See the XenCenter online help for more information.

Custom Searches

XenCenter supports the creation of customized searches. Searches can be exported and imported, and the results
of a search can be displayed in the navigation pane. See the XenCenter online help for more information.

Determining throughput of physical bus adapters

For FC, SAS and iSCSI HBAs you can determine the network throughput of your PBDs using the following
procedure.

To determine PBD throughput

1. List the PBDs on a host.

2. Determine which LUNs are routed over which PBDs.

3. For each PBD and SR, list the VBDs that reference VDIs on the SR.

4. For all active VBDs that are attached to VMs on the host, calculate the combined throughput.

For iSCSI and NFS storage, check your network statistics to determine if there is a throughput bottleneck at the
array, or whether the PBD is saturated.
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Troubleshooting

If you experience odd behavior, application crashes, or have other issues with a XenServer host, this chapter is
meant to help you solve the problem if possible and, failing that, describes where the application logs are located
and other information that can help your Citrix Solution Provider and Citrix track and resolve the issue.

Troubleshooting of installation issues is covered in the XenServer Installation Guide. Troubleshooting of Virtual
Machine issues is covered in the XenServer Virtual Machine Installation Guide.

We recommend that you follow the troubleshooting information in this chapter solely under
the guidance of your Citrix Solution Provider or Citrix Support.

Citrix provides two forms of support: you can receive free self-help support on the Support site, or you may
purchase our Support Services and directly submit requests by filing an online Support Case. Our free web-based
resources include product documentation, a Knowledge Base, and discussion forums.

XenServer host logs

XenCenter can be used to gather XenServer host information. Click on Get Server Status Report... in the Tools
menu to open the Server Status Report wizard. You can select from a list of different types of information (various
logs, crash dumps, etc.). The information is compiled and downloaded to the machine that XenCenter is running
on. For details, see the XenCenter Help.

Additionally, the XenServer host has several CLI commands to make it simple to collate the output of logs and
various other bits of system information using the utility xen-bugtool. Use the xe command host-bugreport-
upload to collect the appropriate log files and system information and upload them to the Citrix Support ftp site.
Please refer to the section called “host-bugreport-upload” for a full description of this command and its optional
parameters. If you are requested to send a crashdump to Citrix Support, use the xe command host-crashdump-
upload. Please refer to the section called “host-crashdump-upload” for a full description of this command and
its optional parameters.

It is possible that sensitive information might be written into the XenServer host logs.

By default, the server logs report only errors and warnings. If you need to see more detailed information, you
can enable more verbose logging. To do so, use the host-loglevel-set command:

host-loglevel-set | og- | evel =| evel
where | evel canbe0, 1, 2, 3, or 4, where 0 is the most verbose and 4 is the least verbose.

The default setting is to keep 20 rotations of each file, and the logrotate command is run daily.

Sending host log messages to a central server

Rather than have logs written to the control domain filesystem, you can configure a XenServer host to write
them to a remote server. The remote server must have the syslogd daemon running on it to receive the logs and
aggregate them correctly. The syslogd daemon is a standard part of all flavors of Linux and Unix, and third-party
versions are available for Windows and other operating systems.

To write logs to a remote server

1. Set the syslog_destination parameter to the hostname or IP address of the remote server where you want
the logs to be written:

xe host - param set uui d=<xenserver _host _uui d> | oggi ng: sysl og_desti nati on=<host nane>

2. Issue the command:
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xe host -sysl og-reconfigure uui d=<xenserver_host _uui d>

to enforce the change. (You can also execute this command remotely by specifying the host parameter.)

XenCenter logs

XenCenter also has client-side log. This file includes a complete description of all operations and errors that occur
when using XenCenter. It also contains informational logging of events that provide you with an audit trail of
various actions that have occurred. The XenCenter log file is stored in your profile folder. If XenCenter is installed
on Windows XP, the path is

%tuser profil e% AppDat a\ Ci tri x\ XenCent er\ | ogs\ XenCenter. | og
If XenCenter is installed on Windows Vista, the path is
Quser profil e% AppDat a\ Ci tri x\ Roani ng\ XenCent er\ | ogs\ XenCent er. | og

To quickly locate the XenCenter log files, for example, when you want to open or email the log file, click on View
Application Log Files in the XenCenter Help menu.

Troubleshooting connections between XenCenter and the
XenServer host

If you have trouble connecting to the XenServer host with XenCenter, check the following:
¢ Is your XenCenter an older version than the XenServer host you are attempting to connect to?

The XenCenter application is backward-compatible and can communicate properly with older XenServer hosts,

but an older XenCenter cannot communicate properly with newer XenServer hosts.

To correct this issue, install a XenCenter version that is the same, or newer, than the XenServer host version.
¢ Is your license current?

You can see the expiration date for your License Key in the XenServer host General tab under the Licenses
section in XenCenter.

Also, if you upgraded your software from version 3.2.0 to the current version, you should also have received
and applied a new License file.

For details on licensing a host, see the chapter "XenServer Licensing" in the XenServer Installation Guide.

¢ The XenServer host talks to XenCenter using HTTPS over port 443 (a two-way connection for commands and
responses using the XenAPI), and 5900 for graphical VNC connections with paravirtual Linux VMs. If you have
a firewall enabled between the XenServer host and the machine running the client software, make sure that
it allows traffic from these ports.
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Appendix A. Command Line Interface

This chapter describes the XenServer command line interface (CLI). The xe CLI enables the writing of scripts for
automating system administration tasks and allows integration of XenServer into an existing IT infrastructure.

The xe command line interface is installed by default on XenServer hosts and is included with XenCenter. A stand-
alone remote CLI is also available for Linux.

On Windows, the Xe. exe CLI executable is installed along with XenCenter.

To use it, open a Windows Command Prompt and change directories to the directory where the file resides
(typically C: \ Program Fi | es\ G tri x\ XenCent er ), or add its installation location to your system path.

On Linux, you can install the stand-alone xe CLI executable from the RPM named xe-cli-5.6 Service
Pack 2- @Ul LD _NUMBER@ i 386. r pmon the Linux Pack CD, as follows:

rpm-ivh xe-cli-5.6 Service Pack 2- @U LD NUVBER@ i 386.rpm

Basic help is available for CLI commands on-host by typing:

xe hel p command

A list of the most commonly-used xe commands is displayed if you type:

xe hel p

or a list of all xe commands is displayed if you type:

xe help --all

Basic xe Syntax

The basic syntax of all XenServer xe CLI commands is:
Xe <command-name> <argument=value> <argument=value> ...

Each specific command contains its own set of arguments that are of the form ar gunent =val ue. Some
commands have required arguments, and most have some set of optional arguments. Typically a command will
assume default values for some of the optional arguments when invoked without them.

If the xe command is executed remotely, additional connection and authentication arguments are used. These
arguments also take the form ar gunent =ar gunent _val ue.

The server argument is used to specify the hostname or IP address. The user nane and passwor d
arguments are used to specify credentials. A passwor d-fil e argument can be specified instead of the
password directly. In this case an attempt is made to read the password from the specified file (stripping CRs and
LFs off the end of the file if necessary), and use that to connect. This is more secure than specifying the password
directly at the command line.

The optional port argument can be used to specify the agent port on the remote XenServer host (defaults to
443).

Example: On the local XenServer host:
xe vmli st

Example: On the remote XenServer host:

xe vmlist -user <usernane> -password <password> -server <hostnane>

Shorthand syntax is also available for remote connection arguments:
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-u username
-pw password
-pwf password file
-p port

-S server

Example: On a remote XenServer host:
xe vmlist -u <nyuser> -pw <mypassword> -s <host nanme>

Arguments are also taken from the environment variable XE_EXTRA _ARGS, in the form of comma-separated
key/value pairs. For example, in order to enter commands on one XenServer host that are run on a remote
XenServer host, you could do the following:

export XE_EXTRA ARGS="ser ver =j ef f beck, port =443, user nane=r oot , passwor d=pass"

This command means that you will not need to specify the remote XenServer host parameters anymore, in each
xe command you execute.

Using the XE_EXTRA_ARGS environment variable also enables tab completion of xe commands when issued
against a remote XenServer host, which is disabled by default.

Special Characters and Syntax
To specify argument/value pairs on the xe command line, write:
argument=value

Unless the value includes spaces, do not use quotes. There should be no whitespace in between the argument
name, the equals sign (=), and the value. Any argument not conforming to this format will be ignored.

For values containing spaces, write:
argument="value with spaces"

If you use the CLI while logged into a XenServer host, commands have a tab completion feature similar to that in
the standard Linux bash shell. If you type, for examplexe vm-land then press the TAB key, the rest of the command
will be displayed when it is unambiguous. If more than one command begins with vm-I, pressing TAB a second
time will list the possibilities. This is particularly useful when specifying object UUIDs in commands.

Note:

When executing commands on a remote XenServer host, tab completion does not normally
work. However if you put the server, username, and password in an environment variable
called XE_EXTRA_ARGS on the machine from which you are entering the commands, tab
completion is enabled. See the section called “Basic xe Syntax” for details.

Command Types

Broadly speaking, the CLI commands can be split in two halves: Low-level commands concerned with listing and
parameter manipulation of API objects, and higher level commands for interacting with VMs or hosts in a more
abstract level. The low-level commands are:

o <class>-list
e <class>-param-get

e <class>-param-set
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e <class>-param-list
e <class>-param-add
e <class>-param-remove

e <class>-param-clear
where <class> is one of:

e bond

e console
e host

* host-crashdump
¢ host-cpu
¢ network
e patch

e pbd

e pif

¢ pool

* sm

e sr

o task

e template
e vbd

e vdi

o vif

e vlan

* vm

Note that not every value of <class> has the full set of <class>-param- commands; some have just a subset.

Parameter Types

The objects that are addressed with the xe commands have sets of parameters that identify them and define
their states.

Most parameters take a single value. For example, the name- | abel parameter of a VM contains a single string
value. In the output from parameter list commands such as xe vm-parame-list, such parameters have an indication
in parentheses that defines whether they can be read and written to, or are read-only. For example, the output
of xe vm-param-list on a specified VM might have the lines

user-version ( RW: 1
is-control-domain ( RO: fal se

The first parameter, user - ver si on, is writable and has the value 1. The second, i s- cont rol - domai n, is
read-only and has a value of false.

The two other types of parameters are multi-valued. A set parameter contains a list of values. A map parameter
is a set of key/value pairs. As an example, look at the following excerpt of some sample output of the xe vm-
param-list on a specified VM:

platform (MRW: acpi: true; apic: true; pae: true; nx: false

al | oned- operati ons (SRO : pause; clean_shutdown; clean_reboot; \
hard_shut down; hard_reboot; suspend
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The pl at f or mparameter has a list of items that represent key/value pairs. The key names are followed by a
colon character (:). Each key/value pair is separated from the next by a semicolon character (;). The M preceding
the RW indicates that this is a map parameter and is readable and writable. The al | owed- oper ati ons
parameter has a list that makes up a set of items. The S preceding the RO indicates that this is a set parameter
and is readable but not writable.

In xe commands where you want to filter on a map parameter, or set a map parameter, use the separator : (colon)
between the map parameter name and the key/value pair. For example, to set the value of the f 00 key of the
ot her - conf i g parameter of a VM to baa, the command would be

xe vm param set uui d=<VM uui d> ot her-confi g: f oo=baa
Note:

In previous releases the separator - (dash) was used in specifying map parameters. This syntax
still works but is deprecated.

Low-level Parameter Commands

There are several commands for operating on parameters of objects: <class>-param-get, <class>-param-set,
<class>-param-add, <class>-param-remove, <class>-param-clear, and <class>-param-list. Each of these takes a
uui d parameter to specify the particular object. Since these are considered low-level commands, they must be
addressed by UUID and not by the VM name label.

<cl ass>- param | i st uuid=<uuid>
Lists all of the parameters and their associated values. Unlike the class-list command, this will list the values
of "expensive" fields.

<cl ass>- par am get uuid=<uuid> param-name=<parameter> [param-key=<key>]
Returns the value of a particular parameter. If the parameter is a map, specifying the param-key will get the
value associated with that key in the map. If param-key is not specified, or if the parameter is a set, it will
return a string representation of the set or map.

<cl ass>- par am set uuid=<uuid> param=<value>...
Sets the value of one or more parameters.

<cl ass>- par am add uuid=<uuid> param-name=<parameter> [<key>=<value>...] [param-key=<key>]
Adds to either a map or a set parameter. If the parameter is a map, add key/value pairs using the
<key>=<value> syntax. If the parameter is a set, add keys with the <param-key>=<key> syntax.

<cl ass>- par am r enove uuid=<uuid> param-name=<parameter> param-key=<key>
Removes either a key/value pair from a map, or a key from a set.

<cl ass>- par am cl ear uuid=<uuid> param-name=<parameter>
Completely clears a set or a map.

Low-level List Commands

The <class>-list command lists the objects of type <class>. By default it will list all objects, printing a subset of the
parameters. This behavior can be modified in two ways: it can filter the objects so that it only outputs a subset,
and the parameters that are printed can be modified.

To change the parameters that are printed, the argument params should be specified as a comma-separated list
of the required parameters. For example:

xe vmlist parans=nane-| abel, other-config

Alternatively, to list all of the parameters, use the syntax:

xe vmlist parans=all

Note that some parameters that are expensive to calculate will not be shown by the list command. These

parameters will be shown as, for example:
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al | oned- VBD- devi ces (SRO): <expensive fiel d>

To obtain these fields, use either the command <class>-param-list or <class>-param-get

To filter the list, the CLI will match parameter values with those specified on the command-line, only printing
objects that match all of the specified constraints. For example:

xe vmlist HVM boot-policy="BICS order" power-state=halted

This command will only list those VMs for which both the field power - st at e has the value halted, and for
which the field HYM boot - pol i cy has the value BIOS order.

It is also possible to filter the list based on the value of keys in maps, or on the existence of values in a set. The
syntax for the first of these is map-name:key=value, and the second is set-name:contains=value

For scripting, a useful technique is passing - - m ni mal on the command line, causing xe to print only the first
field in a comma-separated list. For example, the command xe vm-list --minimal on a XenServer host with three
VMs installed gives the three UUIDs of the VMs, for example:

a85d6717- 7264- dOOe- 069b- 3b1d19d56ad9, aaa3eec5- 9499- bcf 3- 4c03- af 10baea96b7, \
42c044de- df 69- 4b30- 89d9- 2¢199564581d

xe Command Reference

This section provides a reference to the xe commands. They are grouped by objects that the commands address,
and listed alphabetically.

Bonding Commands

Commands for working with network bonds, for resilience with physical interface failover. See the section called
“Creating NIC bonds on a standalone host” for details.

The bond object is a reference object which glues together master and member PIFs. The master PIF is the bonding
interface which must be used as the overall PIF to refer to the bond. The member PIFs are a set of 2 or more
physical interfaces which have been combined into the high-level bonded interface.

Bond Parameters

Bonds have the following parameters:

Parameter Name Description Type
uuid unique identifier/object reference for the read only
bond
master UUID for the master bond PIF read only
members set of UUIDs for the underlying bonded PIFs read only set parameter

bond-create
bond- cr eat e network-uuid=<network_uuid> pif-uuids=<pif_uuid_1,pif_uuid_2,...>

Create a bonded network interface on the network specified from a list of existing PIF objects. The command will
fail if PIFs are in another bond already, if any member has a VLAN tag set, if the referenced PIFs are not on the
same XenServer host, or if fewer than 2 PIFs are supplied.

bond-destroy
host - bond- dest r oy uuid=<bond_uuid>

Delete a bonded interface specified by its UUID from the XenServer host.
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CD Commands

Commands for working with physical CD/DVD drives on XenServer hosts.

CD Parameters

CDs have the following parameters:

Parameter Name
uuid

name-label
name-description

allowed-operations

current-operations

sr-uuid

sr-name-label

vbd-uuids

crashdump-uuids

virtual-size

physical-Utilization

type

sharable

read-only

storage-lock

parent

missing

other-config

location

managed

Description

unique identifier/object reference for the CD
Name for the CD

Description text for the CD

A list of the operations that can be
performed on this CD

A list of the operations that are currently in
progress on this CD

The unique identifier/object reference for
the SR this CD is part of

The name for the SR this CD is part of

A list of the unique identifiers for the VBDs
on VM s that connect to this CD

Not used on CDs since crashdumps cannot
be written to them

Size of the CD as it appears to VMs (in bytes)

amount of physical space that the CD image
is currently taking up on the SR (in bytes)

Set to User for CDs

Whether or not the CD drive is sharable.
Default is false.

Whether the CD is read-only, if false, the
device is writable. Always true for CDs.

true if this disk is locked at the storage level

Reference to the parent disk, if this CD is part
of a chain

true if SR scan operation reported this CD as
not present on disk

A list of key/value pairs that specify
additional configuration parameters for the
CD

The path on which the device is mounted

true if the device is managed
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read only
read/write
read/write

read only set parameter

read only set parameter

read only

read only

read only set parameter

read only set parameter

read only

read only

read only

read only

read only

read only

read only

read only

read/write map parameter

read only

read only
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Parameter Name Description
xenstore-data Data to be inserted into the xenstore tree
sm-config names and descriptions of storage manager

device config keys
is-a-snapshot True if this template is a CD snapshot

snapshot_of The UUID of the CD that this template is a
snapshot of

snapshots The UUID(s) of any snapshots that have been
taken of this CD

snapshot_time The timestamp of the snapshot operation

cd-list

Type

read only map parameter

read only map parameter

read only

read only

read only

read only

cd- | i st [params=<paraml,param?2,...>] [parameter=<parameter_value>...]

List the CDs and ISOs (CD image files) on the XenServer host or pool, filtering on the optional argument par ans.

If the optional argument par ans is used, the value of params is a string containing a list of parameters of this
object that you want to display. Alternatively, you can use the keyword al | to show all parameters. If par ans
is not used, the returned list shows a default subset of all available parameters.

Optional arguments can be any number of the CD parameters listed at the beginning of this section.

Console Commands

Commands for working with consoles.

The console objects can be listed with the standard object listing command (xe console-list), and the parameters
manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”

for details.
Console Parameters

Consoles have the following parameters:

Parameter Name Description

uuid The unique identifier/object reference for
the console

vm-uuid The unique identifier/object reference of

the VM this console is open on
vm-name-label The name of the VM this console is open on

protocol Protocol this console uses. Possible values
are vt 100: VT100 terminal, r f b: Remote
FrameBuffer protocol (as used in VNC), or
r dp: Remote Desktop Protocol

location URI for the console service

other-config A list of key/value pairs that specify
additional configuration parameters for the
console.
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Event Commands
Commands for working with events.
Event Classes

Event classes are listed in the following table:

Class name Description

pool A pool of physical hosts

vm A Virtual Machine

host A physical host

network A virtual network

vif A virtual network interface

pif A physical network interface (separate VLANs are represented as several PIFs)

sr A storage repository

vdi A virtual disk image

vbd A virtual block device

pbd The physical block devices through which hosts access SRs
event-wait

event - wai t class=<class_name> [<param-name>=<param_value>] [<param-name>=/=<param_value>)

Blocks other commands from executing until an object exists that satisfies the conditions given on the command
line. Xx=y means "wait for field x to take value y", and Xx=/ =y means "wait for field x to take any value other
thany".

Example: wait for a specific VM to be running.

xe event-wait class=vm name-label=myvm power-state=running

Blocks other commands until a VM called myvmis in the power - st at e "running."

Example: wait for a specific VM to reboot:

xe event-wait class=vm uuid=$VM start-time=/=$(xe vm-list uuid=$VM params=start-time --minimal)
Blocks other commands until a VM with UUID SVM reboots (i.e. has a different st ar t - t i e value).

The class name can be any of the event classes listed at the beginning of this section, and the parameters can be
any of those listed in the CLI command class-param-list.

XenServer Host Commands

Commands for interacting with XenServer host.

XenServer hosts are the physical servers running XenServer software. They have VMs running on them under the
control of a special privileged Virtual Machine, known as the control domain or domain 0.

The XenServer host objects can be listed with the standard object listing command (xe host-list, xe host-cpu-list,
and xe host-crashdump-list), and the parameters manipulated with the standard parameter commands. See the
section called “Low-level Parameter Commands” for details.
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Host Selectors

Several of the commands listed here have a common mechanism for selecting one or more XenServer hosts on
which to perform the operation. The simplest is by supplying the argument host =<uui d_or nane_| abel >.
XenServer hosts can also be specified by filtering the full list of hosts on the values of fields. For example,
specifying enabl ed=t r ue will select all XenServer hosts whose enabl ed field is equal to t r ue. Where
multiple XenServer hosts are matching, and the operation can be performed on multiple XenServer hosts,
the option - - mul ti pl e must be specified to perform the operation. The full list of parameters that can be
matched is described at the beginning of this section, and can be obtained by running the command xe host-
list params=all. If no parameters to select XenServer hosts are given, the operation will be performed on all

XenServer hosts.

Host Parameters

XenServer hosts have the following parameters:

Parameter Name

uuid

name-label

name-description

enabled

APIl-version-major
APIl-version-minor
API-version-vendor

APl-version-vendor-implementation

logging

suspend-image-sr-uuid

crash-dump-sr-uuid

software-version

capabilities

Description

The unique identifier/object
reference for the XenServer
host

The name of the XenServer host

The description string of the
XenServer host

false if disabled which prevents
any new VMs from starting
on them, which prepares the
XenServer hosts to be shut
down or rebooted; true if the
host is currently enabled

major version number
minor version number
identification of APl vendor

details of vendor
implementation

logging configuration

the unique identifier/object
reference for the SR where
suspended images are put

the unique identifier/object
reference for the SR where

crash dumps are put

list of versioning parameters
and their values

list of Xen versions that the
XenServer host can run
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read only

read/write

read only

read only

read only
read only
read only

read only map parameter

read/write map parameter

read/write

read/write

read only map parameter

read only set parameter
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Parameter Name

other-config

hostname
address

supported-bootloaders

memory-total

memory-free

host-metrics-live

logging

allowed-operations

current-operations

patches
blobs

memory-free-computed

ha-statefiles

ha-network-peers

external-auth-type

Description

A list of key/value pairs that
specify additional configuration
parameters for the XenServer

host

XenServer host hostname

XenServer host IP address

list of bootloaders that the
XenServer host supports, for

example, pygrub, eliloader

total amount of physical RAM
on the XenServer host, in bytes

total amount of physical RAM
remaining that can be allocated

to VMs, in bytes

true if the host is operational

The sysl og_desti nati on
key can be set to the hostname
of a remote listening syslog

service.

lists the operations allowed in
this state. This list is advisory
only and the server state may
have changed by the time this

field is read by a client.

lists the operations currently in
process. This list is advisory only
and the server state may have
changed by the time this field is

read by a client
Set of host patches

Binary data store

A conservative estimate of the
maximum amount of memory

free on a host

The UUID(s) of all HA statefiles

The UUIDs of all hosts that could
host the VMs on this host in case

of failure

Type of external authentication,
for example, Active Directory.
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read/write map parameter

read only
read only

read only set parameter

read only

read only

read only

read/write map parameter

read only set parameter

read only set parameter

read only set parameter
read only

read only

read only

read only

read only
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Parameter Name

external-auth-service-name

external-auth-configuration

XenServer hosts contain some other objects that also have parameter lists.

CPUs on XenServer hosts hav

Parameter Name

uuid

number

vendor

speed

modelname

stepping

flags

Utilization
host-uuid
model

family

Description

Type

The name of the external read only

authentication service

Configuration information for read only map parameter
the external authentication

service.

e the following parameters:

Description

The unique identifier/object reference for
the CPU

the number of the physical CPU core within
the XenServer host

the vendor string for the CPU name, for
example, "Genuinelntel"

The CPU clock speed, in Hz

the vendor string for the CPU model, for
example, "Intel(R) Xeon(TM) CPU 3.00GHz"

the CPU revision number

the flags of the physical CPU (a decoded
version of the features field)

the current CPU utilization
the UUID if the host the CPU is in
the model number of the physical CPU

the physical CPU family number

Crash dumps on XenServer hosts have the following parameters:

Parameter Name

uuid

host

timestamp

size

Description

The unique identifier/object reference for
the crashdump

XenServer host the crashdump corresponds
to

Timestamp of the date and time that
the crashdump occurred, in the form
yyyymmdd-hhmmss-ABC, where ABC is the
timezone indicator, for example, GMT

size of the crashdump, in bytes
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read only

read only

read only

read only

read only

read only

read only

read only
read only
read only

read only

Type

read only

read only

read only

read only
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host-backup

host - backup file-name=<backup_filename> host=<host_name>

Download a backup of the control domain of the specified XenServer host to the machine that the command is
invoked from, and save it there as a file with the name f i | e- nane.

While the xe host-backup command will work if executed on the local host (that is, without a
specific hostname specified), do not use it this way. Doing so would fill up the control domain
partition with the backup file. The command should only be used from a remote off-host
machine where you have space to hold the backup file.

host-bugreport-upload

host - bugr eport - upl oad [<host-selector>=<host_selector_value>...] [url=<destination_url>]
[http-proxy=<http_proxy_name>]

Generate a fresh bug report (using xen-bugtool, with all optional files included) and upload to the Citrix Support
ftp site or some other location.

The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

Optional parameters are ht t p- pr oxy: use specified http proxy, and ur | : upload to this destination URL. If
optional parameters are not used, no proxy server is identified and the destination will be the default Citrix
Support ftp site.

host-crashdump-destroy
host - cr ashdunp- dest r oy uuid=<crashdump_uuid>

Delete a host crashdump specified by its UUID from the XenServer host.

host-crashdump-upload

host - cr ashdunp- upl oad uuid=<crashdump_uuid>
[url=<destination_url>]
[http-proxy=<http_proxy_name>]

Upload a crashdump to the Citrix Support ftp site or other location. If optional parameters are not used, no proxy
server is identified and the destination will be the default Citrix Support ftp site. Optional parameters are ht t p-
pr oxy: use specified http proxy, and ur | : upload to this destination URL.

host-disable
host - di sabl e [<host-selector>=<host_selector_value>...]

Disables the specified XenServer hosts, which prevents any new VMs from starting on them. This prepares the
XenServer hosts to be shut down or rebooted.

The host(s) on which this operation should be performed are selected using the standard selection mechanism

(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

host-dmesg
host - dnesg [<host-selector>=<host_selector_value>...]

Get a Xen dnes( (the output of the kernel ring buffer) from specified XenServer hosts.
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The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

host-emergency-management-reconfigure
host - emer gency- managenent - r econf i gur e interface=<uuid_of management_interface_pif>

Reconfigure the management interface of this XenServer host. Use this command only if the XenServer host is
in emergency mode, meaning that it is a member in a resource pool whose master has disappeared from the
network and could not be contacted for some number of retries.

host-enable
host - enabl e [<host-selector>=<host_selector_value>...]
Enables the specified XenServer hosts, which allows new VMs to be started on them.

The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

host-evacuate
host - evacuat e [<host-selector>=<host_selector_value>...]

Live migrates all running VMs to other suitable hosts on a pool. The host must first be disabled using the host-
disable command.

If the evacuated host is the pool master, then another host must be selected to be the pool master. To change
the pool master with HA disabled, you need to use the pool-designate-new-master command. See the section
called “pool-designate-new-master” for details. With HA enabled, your only option is to shut down the server,
which will cause HA to elect a new master at random. See the section called “host-shutdown”.

The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

host-forget

host - f or get uuid=<XenServer_host_UUID>

The xapi agent forgets about the specified XenServer host without contacting it explicitly.

Use the - - f or ce parameter to avoid being prompted to confirm that you really want to perform this operation.
Warning:

Don't use this command if HA is enabled on the pool. Disable HA first, then enable it again
after you've forgotten the host.

Tip:

This command is useful if the XenServer host to "forget" is dead; however, if the XenServer
host is live and part of the pool, you should use xe pool-eject instead.

host-get-system-status

host - get - syst em st at us filename=<name_for_status_file>
[entries=<comma_separated_list>] [output=<tar.bz2 | zip>] [<host-selector>=<host_selector_value>...]
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Download system status information into the specified file. The optional parameter ent ri es is a comma-
separated list of system status entries, taken from the capabilities XML fragment returned by the host-get-
system-status-capabilities command. See the section called “host-get-system-status-capabilities” for details. If
not specified, all system status information is saved in the file. The parameter out put may be tar.bz2 (the
default) or zip; if this parameter is not specified, the file is saved int ar . bz2 form.

The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above).

host-get-system-status-capabilities
host - get - syst em st at us- capabi | i ti es [<host-selector>=<host_selector_value>...]

Get system status capabilities for the specified host(s). The capabilities are returned as an XML fragment that
looks something like this:

<?xm version="1.0" ?> <system status-capabilities>
<capability content-type="text/plain" default-checked="yes" key="xenserver-|ogs"
max- si ze="150425200" nmax-tine="-1" m n-size="150425200" mn-tinme="-1" \
pii="maybe"/>
<capability content-type="text/plain" default-checked="yes" \
key="xenserver-install" nmax-size="51200" max-time="-1" mn-size="10240" \
mn-tinme="-1" pii="maybe"/>

</system status-capabilities>

Each capability entity has a number of attributes.

Attribute Description

key A unique identifier for the capability.

content-type Can be either text/plain or application/data. Indicates whether a Ul
can render the entries for human consumption.

default-checked Can be either yes or no. Indicates whether a Ul should select this
entry by default.

min-size, max-size Indicates an approximate range for the size, in bytes, of this entry.
-1 indicates that the size is unimportant.

min-time, max-time Indicate an approximate range for the time, in seconds, taken to
collect this entry. - 1 indicates the time is unimportant.

pii Personally identifiable information. Indicates whether the entry
would have information that would identify the system owner, or
details of their network topology. This is one of:
¢ no: no PIl will be in these entries
e yes: Pll will likely or certainly be in these entries
* maybe: you might wish to audit these entries for Pll

e if customized if the files are unmodified, then they will contain
no PlI, but since we encourage editing of these files, Pll may have
been introduced by such customization. This is used in particular
for the networking scripts in the control domain.

Passwords are never to be included in any bug report, regardless of
any Pll declaration.
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The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above).

host-is-in-emergency-mode
host -i s-i n-emergency- node

Returns t r ue if the host the CLI is talking to is currently in emergency mode, f al se otherwise. This CLI
command works directly on slave hosts even with no master host present.

host-apply-edition

host - appl y-edi ti on [host-uuid=<XenServer_host_UUID>]
[edition=xenserver_edition=<"free"><"advanced"><"enterprise"><"platinum"><"enterprise-xd">]

Assigns a XenServer license to a host server. When you assign a license, XenServer contacts the Citrix License
Server and requests the specified type of license. If a license is available, it is then checked out from the license
server.

For Citrix XenServer for XenDesktop editions, use <"enterprise-xd">.

For initial licensing configuration, see also license-server-address and license-server-port.

license-server-address

| i cense-server-address [license-server-address=license_server_address host-
uuid=XenServer<_host_UUID>]

For XenServer Advanced Edition and higher, use to specify either a license server name or IP address.
Run on the pool master before initial use. Specifies the name of the license server the pool is to use. Assigns a

XenServer license to a host server. Optionally use with the license-server-port command. You only need to set
the license server address once and the information is retained until you change it.

license-server-port

| i cense-server-port [license-server-port=license_server_port host-uuid=XenServer<_host_UUID>]

For XenServer Advanced Edition and higher, specifies the port the host is to use to communicate with the Citrix
License Server. The default port is 27000, which is the port the license server uses by default for communications
with Citrix products. If you changed the port on the Citrix License Server, specify the new port number using this

command. Otherwise, you do not need to run this command. For more information about changing port numbers
due to conflicts, see the licensing topics in Citrix eDocs.

host-license-add

host -1 i cense- add [license-file=<path/license_filename>] [host-uuid=<XenServer _host UUID>]

For XenServer (free edition), use to parses a local license file and adds it to the specified XenServer host.
Note:
This command only applies to free XenServer. XenServer 5.6 Advanced edition and higher
use the host-apply-edition, license-server-address and license-server-port commands. For

these editions licensing has changed. They now use the licensing model described in the Citrix
XenServer 5.6 Installation Guide.
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host-license-view
host - | i cense- vi ew[host-uuid=<XenServer_host UUID>]
For XenServer (free edition), displays the contents of the XenServer host license.
Note:
This command only applies to free XenServer. XenServer 5.6 Advanced edition and higher
use the host-apply-edition, license-server-address and license-server-port commands. For

these editions licensing has changed. They now use the licensing model described in the Citrix
XenServer 5.6 Installation Guide.

host-logs-download
host - | ogs- downl oad [file-name=<logfile_name>] [<host-selector>=<host_selector_value>...]

Download a copy of the logs of the specified XenServer hosts. The copy is saved by default in a time-stamped
file named host nane- yyyy-mmdd T hh: mm ssZ. tar. gz. You can specify a different filename using
the optional parameter file-name.

The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

While the xe host-logs-download command will work if executed on the local host (that is,
without a specific hostname specified), do not use it this way. Doing so will clutter the control

domain partition with the copy of the logs. The command should only be used from a remote
off-host machine where you have space to hold the copy of the logs.

host-management-disable

host - managenent - di sabl e

Disables the host agent listening on an external management network interface and disconnects all connected
API clients (such as the XenCenter). Operates directly on the XenServer host the CLI is connected to, and is not
forwarded to the pool master if applied to a member XenServer host.

Warning:

Be extremely careful when using this CLI command off-host, since once it is run it will not be
possible to connect to the control domain remotely over the network to re-enable it.

host-management-reconfigure

host - managenent - r econf i gur e [interface=<device>] | [pif-uuid=<uuid> ]

Reconfigures the XenServer host to use the specified network interface as its management interface, which is
the interface that is used to connect to the XenCenter. The command rewrites the MANAGEMENT_INTERFACE

keyin/ et c/ xensour ce-i nventory.

If the device name of an interface (which must have an IP address) is specified, the XenServer host will
immediately rebind. This works both in normal and emergency mode.

If the UUID of a PIF object is specified, the XenServer host determines which IP address to rebind to itself. It must
not be in emergency mode when this command is executed.

Warning:
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Be careful when using this CLI command off-host and ensure that you have network
connectivity on the new interface. Use xe pif-reconfigure to set one up first. Otherwise,
subsequent CLI commands will reach the XenServer host.

host-power-on
host - power - on [host=<host_uuid> ]

Turns on power on XenServer hosts with Host Power On functionality enabled. Before using this command, host-
set-power-on must be enabled on the host.

host-get-cpu-features
host - get - cpu- f eat ur es {features=<pool_master_cpu_features>} [uuid=<host_uuid>]

Prints a hexadecimal representation of the host's physical-CPU features.

host-set-cpu-features
host - set - cpu- f eat ur es {features=<pool_master_cpu_features>} [uuid=<host_uuid>]

Attempts to mask the host's physical-CPU features to match the given features. The given string must be a 32-digit
hexadecimal number (optionally containing spaces), as given by the host - get - cpu- f eat ur es command.

host-set-power-on

host - set - power - on {host=<host uuid> {power-on-mode=<""> <"wake-on-lan"> <"iLO"> <"DRAC">
<"custom"> } | [power-on-config=<"power_on_ip"><"power_on_user"><"power_on_password_secret">] }

Use to enable Host Power On functionality on XenServer hosts that are compatible with remote power solutions.
Workload Balancing requires Host Power On functionality is enabled for it to turn off underused hosts in
Maximum Density mode. When using the host-set-power-on command, you must specify the type of power
management solution on the host (that is, the <power-on-mode>). Then specify configuration options using the
<power-on-config>argument and its associated key-value pairs. To use the secrets feature to store your password,
specify the key "power_on_password_secret".

host-reboot
host - r eboot [<host-selector>=<host_selector_value>...]

Reboot the specified XenServer hosts. The specified hosts must be disabled first using the xe host-disable
command, otherwise a HOST _| N_USE error message is displayed.

The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

If the specified XenServer hosts are members of a pool, the loss of connectivity on shutdown will be handled and
the pool will recover when the XenServer hosts returns. If you shut down a pool member, other members and
the master will continue to function. If you shut down the master, the pool will be out of action until the master

is rebooted and back on line (at which point the members will reconnect and synchronize with the master) or
until you make one of the members into the master.

host-restore

host - r est or e [file-name=<backup_filename>] [<host-selector>=<host_selector_value>...]
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Restore a backup named f i | e- nane of the XenServer host control software. Note that the use of the word
"restore" here does not mean a full restore in the usual sense, it merely means that the compressed backup file
has been uncompressed and unpacked onto the secondary partition. After you've done a xe host-restore, you
have to boot the Install CD and use its Restore from Backup option.

The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

host-set-hostname-live
host - set - host nane host-uuid=<uuid_of host> hostname=<new_hostname>

Change the hostname of the XenServer host specified by host - uui d. This command persistently sets both
the hostname in the control domain database and the actual Linux hostname of the XenServer host. Note that
hostname is not the same as the value of the name_label field.

host-shutdown
host - shut down [<host-selector>=<host_selector_value>...]

Shut down the specified XenServer hosts. The specified XenServer hosts must be disabled first using the xe host-
disable command, otherwise a HOST_| N_USE error message is displayed.

The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

If the specified XenServer hosts are members of a pool, the loss of connectivity on shutdown will be handled and
the pool will recover when the XenServer hosts returns. If you shut down a pool member, other members and
the master will continue to function. If you shut down the master, the pool will be out of action until the master is
rebooted and back on line, at which point the members will reconnect and synchronize with the master, or until
one of the members is made into the master. If HA is enabled for the pool, one of the members will be made
into a master automatically. If HA is disabled, you must manually designate the desired server as master with the
pool-designate-new-master command. See the section called “pool-designate-new-master”.

host-syslog-reconfigure
host - sysl og- reconf i gur e [<host-selector>=<host_selector_value>...]

Reconfigure the sysl og daemon on the specified XenServer hosts. This command applies the configuration
information defined in the host | 0ggi ng parameter.

The host(s) on which this operation should be performed are selected using the standard selection mechanism
(see host selectors above). Optional arguments can be any number of the host parameters listed at the beginning
of this section.

host-data-source-list
host - dat a- sour ce- | i st [<host-selectors>=<host selector value>...]
List the data sources that can be recorded for a host.

Select the host(s) on which to perform this operation by using the standard selection mechanism (see host
selectors). Optional arguments can be any number of the host parameters listed at the beginning of this section.
If no parameters to select hosts are given, the operation will be performed on all hosts.

Data sources have two parameters — st andar d and enabl ed — which can be seen by the output of this
command. If a data source has enabl ed set to t r ue, then the metrics are currently being recorded to the
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performance database. If a data source has st andar d set to t r ue, then the metrics are recorded to the
performance database by default (and so, enabl ed will also be settot r ue for this data source). If a data source
has st andar d set to f al se, then the metrics are not recorded to the performance database by default (and

so, enabl ed will also be set to f al se for this data source).

To start recording data source metrics to the performance database, run the host-data-source-record command.
This will set enabl ed tot r ue. To stop, run the host-data-source-forget. This will set enabl ed to f al se.

host-data-source-record

host - dat a- sour ce-record data-source=<name_description_of data-source> [<host-selectors>=<host
selector value>...]

Record the specified data source for a host.

This operation writes the information from the data source to the persistent performance metrics database of
the specified host(s). For performance reasons, this database is distinct from the normal agent database.

Select the host(s) on which to perform this operation by using the standard selection mechanism (see host

selectors). Optional arguments can be any number of the host parameters listed at the beginning of this section.
If no parameters to select hosts are given, the operation will be performed on all hosts.

host-data-source-forget

host - dat a- sour ce-f or get data-source=<name_description_of data-source> [<host-selectors>=<host
selector value>...]

Stop recording the specified data source for a host and forget all of the recorded data.
Select the host(s) on which to perform this operation by using the standard selection mechanism (see host

selectors). Optional arguments can be any number of the host parameters listed at the beginning of this section.
If no parameters to select hosts are given, the operation will be performed on all hosts.

host-data-source-query

host - dat a- sour ce- query data-source=<name_description_of data-source> [<host-selectors>=<host
selector value>...]

Display the specified data source for a host.

Select the host(s) on which to perform this operation by using the standard selection mechanism (see host
selectors). Optional arguments can be any number of the host parameters listed at the beginning of this section.
If no parameters to select hosts are given, the operation will be performed on all hosts.

Log Commands

Commands for working with logs.

log-set-output

| 0g- set - out put output=nil | stderr | file:<filename> | syslog:<sysloglocation> [key=<key>] [level= debug |
info | warning | error]

Set the output of the specified logger. Log messages are filtered by the subsystem in which they originated and

the log level of the message. For example, send debug logging messages from the storage manager to a file by
running the following command:
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xe log-set-output key=sml evel =debug out put =<file:/tnp/sm | og>

The optional parameter key specifies the particular logging subsystem. If this parameter is not set, it will default
to all logging subsystems.

The optional parameter | evel specifies the logging level. Valid values are:

e debug
¢ info
e warning

® error

Message Commands

Commands for working with messages. Messages are created to notify users of significant events, and are
displayed in XenCenter as system alerts.

Message Parameters

Parameter Name Description Type

uuid The unique identifier/object reference for read only
the message

name The unique name of the message read only

priority The message priority. Higher numbers read only
indicate greater priority

class The message class, for example VM. read only
obj-uuid The uuid of the affected object. read only
timestamp The time that the message was generated.  read only
body The message content. read only

message-create

message- creat e name=<message_name> body=<message_text> [[host-uuid=<uuid_of host>] | [sr-
uuid=<uuid_of sr>] | [vm-uuid=<uuid_of vm>] | [pool-uuid=<uuid_of pool>]]

Creates a new message.

message-destroy
nmessage- dest r oy {uuid=<message_uuid>}

Destroys an existing message. You can build a script to destroy all messages. For example:

# Dismss all alerts \

IFS=","; for min $(xe nessage-list paranms=uuid --mnimal); do \
xe message-destroy uui d=$m \
done
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message-list

nmessage- | i st

Lists all messages, or messages that match the specified standard selectable parameters.

Network Commands
Commands for working with networks.
The network objects can be listed with the standard object listing command (xe network-list), and the parameters

manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”
for details.

Network Parameters

Networks have the following parameters:

Parameter Name Description Type

uuid The unique identifier/object reference for read only
the network

name-label The name of the network read write
name-description The description text of the network read write
VIF-uuids A list of unique identifiers of the VIFs (virtual read only set parameter

network interfaces) that are attached from
VMs to this network

PIF-uuids A list of unique identifiers of the PIFs read only set parameter
(physical network interfaces) that are
attached from XenServer hosts to this
network

bridge name of the bridge corresponding to this read only
network on the local XenServer host

other-config:static- comma-separated list of <subnet>/ read write
routes <netmask>/<gateway> formatted entries

specifying the gateway address through

which to route subnets. For example, setting

ot her-config:static-routes to

172.16. 0. 0/ 15/ 192. 168. 0. 3, 172.

causes traffic on 172. 16. 0. 0/ 15 to be

routed over 192. 168. 0. 3 and traffic

on 172.18. 0.0/ 16 to be routed over

192. 168. 0. 4.
other-config:ethtool- set to NO to disable autonegotiation of the read write
autoneg physical interface or bridge. Default is yes.
other-config:ethtool-rx set to on to enable receive checksum, of f  read write
to disable

other-config:ethtool-tx set to on to enable transmit checksum, of f  read write
to disable
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Parameter Name Description Type

other-config:ethtool-sg set to On to enable scatter gather, of f to read write
disable

other-config:ethtool-tso  set to on to enable tcp segmentation read write
offload, of f to disable

other-config:ethtool-ufo  set to on to enable UDP fragment offload, read write
of f to disable

other-config:ethtool-gso  set to on to enable generic segmentation read write
offload, of f to disable

blobs Binary data store read only

network-create
net wor k- cr eat e name-label=<name_for_network> [name-description=<descriptive_text>]

Creates a new network.

network-destroy
net wor k- dest r oy uuid=<network_uuid>

Destroys an existing network.

Patch (Update) Commands

Commands for working with XenServer host patches (updates). These are for the standard non-OEM editions
of XenServer for commands relating to updating the OEM edition of XenServer, see the section called “Update
Commands” for details.

The patch objects can be listed with the standard object listing command (xe patch-list), and the parameters

manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”
for details.

Patch Parameters

Patches have the following parameters:

Parameter Name Description Type

uuid The unique identifier/object reference for read only
the patch

host-uuid The unique identifier for the XenServer host read only
to query

name-label The name of the patch read only

name-description The description string of the patch read only

applied Whether or not the patch has been applied; read only

true or false
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Parameter Name Description Type

size Whether or not the patch has been applied; read only
true or false

patch-apply
pat ch- appl y uuid=<patch_file_uuid>

Apply the specified patch file.

patch-clean
pat ch- cl ean uuid=<patch_file_uuid>

Delete the specified patch file from the XenServer host.

patch-pool-apply
pat ch- pool - appl y uuid=<patch_uuid>

Apply the specified patch to all XenServer hosts in the pool.

patch-precheck
pat ch- pr echeck uuid=<patch_uuid> host-uuid=<host_uuid>

Run the prechecks contained within the specified patch on the specified XenServer host.

patch-upload
pat ch- upl oad file-name=<patch_filename>
Upload a specified patch file to the XenServer host. This prepares a patch to be applied. On success, the UUID

of the uploaded patch is printed out. If the patch has previously been uploaded, a PATCH_ALREADY_ EXI STS
error is returned instead and the patch is not uploaded again.

PBD Commands

Commands for working with PBDs (Physical Block Devices). These are the software objects through which the
XenServer host accesses storage repositories (SRs).

The PBD objects can be listed with the standard object listing command (xe pbd-list), and the parameters

manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”
for details.

PBD Parameters

PBDs have the following parameters:

Parameter Name Description Type
uuid The unique identifier/object reference for read only
the PBD.
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Parameter Name Description Type
sr-uuid the storage repository that the PBD pointsto read only
device-config additional configuration information that is read only map parameter

provided to the SR-backend-driver of a host

currently-attached True if the SR is currently attached on this read only
host, False otherwise

host-uuid UUID of the physical machine on which the read only
PBD is available

host The host field is deprecated. Use host_uuid read only
instead.
other-config Additional configuration information. read/write map parameter
pbd-create

pbd- cr eat e host-uuid=<uuid_of host>
sr-uuid=<uuid_of sr>
[device-config:key=<corresponding_value>...]

Create a new PBD on a XenServer host. The read-only devi ce- conf i g parameter can only be set on creation.

To add a mapping of 'path' -> '/tmp', the command line should contain the argument devi ce-
config:path=/tnp

For a full list of supported device-config key/value pairs on each SR type see Storage.

pbd-destroy
pbd- dest r oy uuid=<uuid_of pbd>

Destroy the specified PBD.

pbd-plug
pbd- pl ug uuid=<uuid_of pbd>

Attempts to plug in the PBD to the XenServer host. If this succeeds, the referenced SR (and the VDIs contained
within) should then become visible to the XenServer host.

pbd-unplug
pbd- unpl ug uuid=<uuid_of pbd>

Attempt to unplug the PBD from the XenServer host.

PIF Commands
Commands for working with PIFs (objects representing the physical network interfaces).
The PIF objects can be listed with the standard object listing command (xe pif-list), and the parameters

manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”
for details.

131



CITRIX

PIFs have the following parameters:

Parameter Name

uuid

device

MAC

other-config

physical

currently-attached

MTU

VLAN

bond-master-of

bond-slave-of

management

network-uuid

network-name-label

host-uuid

host-name-label

IP-configuration-mode

Description

the unique identifier/object reference for
the PIF

machine-readable name of the interface (for
example, eth0)

the MAC address of the PIF

Additional
pairs.

PIF configuration name:value

if true, the PIF points to an actual physical
network interface

is the PIF currently attached on this host?
true or false

Maximum Transmission Unit of the PIF in
bytes.

VLAN tag for all traffic passing through
this interface; - 1 indicates no VLAN tag is
assigned

the UUID of the bond this PIF is the master
of (if any)

the UUID of the bond this PIF is the slave of
(if any)

is this PIF designated to be a management
interface for the control domain

the unique identifier/object reference of
the virtual network to which this PIF is
connected

the name of the of the virtual network to
which this PIF is connected

the unique identifier/object reference of
the XenServer host to which this PIF is
connected

the name of the XenServer host to which this
PIF is connected

type of network address configuration used;
DHCP or static

IP address of the PIF, defined here if IP-
configuration-mode is static; undefined if
DHCP

132

Type

read only

read only

read only

read/write map parameter

read only

read only

read only

read only

read only

read only

read only

read only

read only

read only

read only

read only

read only
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Parameter Name

netmask
gateway
DNS

io_read_kbs
io_write_kbs
carrier
vendor-id
vendor-name

device-id
device-name

speed
duplex
pci-bus-path

other-config:ethtool-
speed

other-config:ethtool-
autoneg

other-config:ethtool-
duplex

other-config:ethtool-rx

other-config:ethtool-tx

other-config:ethtool-sg

other-config:ethtool-tso

other-config:ethtool-ufo

Description

Netmask of the PIF, defined here if IP-
configuration-mode is static; undefined if
supplied by DHCP

Gateway address of the PIF, defined here if
IP-configuration-mode is static; undefined if
supplied by DHCP

DNS address of the PIF, defined here if IP-
configuration-mode is static; undefined if
supplied by DHCP

average read rate in kB/s for the device
average write rate in kB/s for the device
link state for this device

the ID assigned to NIC's vendor

the NIC vendor's name

the ID assigned by the vendor to this NIC
model

the name assigned by the vendor to this NIC
model

data transfer rate of the NIC
duplexing mode of the NIC; full or half
PCl bus path address

sets the speed of connection in Mbps

set to NO to disable autonegotiation of the
physical interface or bridge. Default is yes.

Sets duplexing capability of the PIF, either
full orhal f.

set to on to enable receive checksum, of f
to disable

set to on to enable transmit checksum, of f
to disable

set to ON to enable scatter gather, of f to
disable

set to on to enable tcp segmentation
offload, of f to disable

set to on to enable udp fragment offload,
of f to disable
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read only

read only

read only

read only
read only
read only
read only
read only

read only

read only

read only
read only
read only

read write

read write

read write

read write

read write

read write

read write

read write
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Parameter Name Description Type

other-config:ethtool-gso  set to on to enable generic segmentation read write
offload, of f to disable

other-config:domain comma-separated list used to set the DNS read write
search path

other-config:bond- interval between link liveness checks, in read write
miimon milliseconds

other-config:bond- number of milliseconds to wait after link is read write
downdelay lost before really considering the link to have

gone. This allows for transient link loss

other-config:bond- number of milliseconds to wait after the read write
updelay link comes up before really considering it

up. Allows for links flapping up. Default is

31s to allow for time for switches to begin

forwarding traffic.

disallow-unplug True if this PIF is a dedicated storage NIC, read/write
false otherwise

Note:
Changes made to the ot her - conf i g fields of a PIF will only take effect after a reboot.
Alternately, use the xe pif-unplug and xe pif-plug commands to cause the PIF configuration
to be rewritten.

pif-forget

pi f - forget uuid=<uuid_of pif>

Destroy the specified PIF object on a particular host.

pif-introduce

pi f-introduce host-uuid=<UUID of XenServer host> mac=<mac_address_for_pif> device=<machine-
readable name of the interface (for example, eth0)>

Create a new PIF object representing a physical interface on the specified XenServer host.

pif-plug
pi f - pl ug uuid=<uuid_of pif>

Attempt to bring up the specified physical interface.

pif-reconfigure-ip
pi f-reconfi gure-i p uuid=<uuid_of pif> [ mode=<dhcp> | mode=<static> ]

gateway=<network_gateway_address> |P=<static_ip_for_this_pif>
netmask=<netmask_for_this_pif> [DNS=<dns_address>]
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]
Modify the IP address of the PIF. For static IP configuration, set the nbde parameter to st ati ¢, with the
gat eway, | P, and net mask parameters set to the appropriate values. To use DHCP, set the nbde parameter
to DHCP and leave the static parameters undefined.

Note:

Using static IP addresses on physical network interfaces connected to a port on a switch using

Spanning Tree Protocol with STP Fast Link turned off (or unsupported) results in a period
during which there is no traffic.

pif-scan
pi f - scan host-uuid=<UUID of XenServer host>

Scan for new physical interfaces on a XenServer host.

pif-unplug
pi f - unpl ug uuid=<uuid_of pif>

Attempt to bring down the specified physical interface.

Pool Commands

Commands for working with pools. A pool is an aggregate of one or more XenServer hosts. A pool uses one or
more shared storage repositories so that the VMs running on one XenServer host in the pool can be migrated in
near-real time (while still running, without needing to be shut down and brought back up) to another XenServer
host in the pool. Each XenServer host is really a pool consisting of a single member by default. When a XenServer
host is joined to a pool, it is designated as a member, and the pool it has joined becomes the master for the pool.

The singleton pool object can be listed with the standard object listing command (xe pool-list), and its parameters

manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”
for details.

Pool Parameters

Pools have the following parameters:

Parameter Name Description Type

uuid the unique identifier/object read only
reference for the pool

name-label the name of the pool read/write

name-description the description string of the read/write
pool

master the unique identifier/object read only

reference of XenServer host
designated as the pool's master

default-SR the unique identifier/object read/write
reference of the default SR for
the pool
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Parameter Name Description Type

crash-dump-SR the unique identifier/object read/write
reference of the SR where any
crash dumps for pool members
are saved

suspend-image-SR the unique identifier/object read/write
reference of the SR where
suspended VMs on pool
members are saved

other-config a list of key/value pairs that read/write map parameter
specify additional configuration
parameters for the pool

supported-sr-types SR types that can be used by this read only
pool
ha-enabled True if HA is enabled for the read only

pool, false otherwise
ha-configuration reserved for future use. read only

ha-statefiles lists the UUIDs of the VDIs read only
being used by HA to determine
storage health

ha-host-failures-to-tolerate the number of host failures read/write
to tolerate before sending a
system alert

ha-plan-exists-for the number of hosts failures read only
that can actually be handled,
according to the calculations of
the HA algorithm

ha-allow-overcommit True if the pool is allowed read/write
to be overcommitted, Fal se
otherwise

ha-overcommitted True if the pool is currently read only

overcommitted

blobs binary data store read only

wlb-url Path to the WLB server read only

wlb-username Name of the user of the WLB read only
service

wlb-enabled True is WLB is enabled read/write

wlb-verify-cert True if there is a certificate to read/write
verify

pool - desi gnat e- new mast er host-uuid=<UUID of member XenServer host to become new master>
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]
Instruct the specified member XenServer host to become the master of an existing pool. This performs an orderly

hand over of the role of master host to another host in the resource pool. This command only works when the
current master is online, and is not a replacement for the emergency mode commands listed below.

pool-dump-database
pool - dunp- dat abase file-name=<filename_to_dump_database_into_(on_client)>

Download a copy of the entire pool database and dump it into a file on the client.

pool-eject
pool - ej ect host-uuid=<UUID of XenServer host to eject>

Instruct the specified XenServer host to leave an existing pool.

pool-emergency-reset-master
pool - emer gency-r eset - mast er master-address=<address of the pool's master XenServer host>

Instruct a slave member XenServer host to reset its master address to the new value and attempt to connect to
it. This command should not be run on master hosts.

pool-emergency-transition-to-master

pool - emer gency-transition-to-mnaster

Instruct a member XenServer host to become the pool master. This command is only accepted by the XenServer
host if it has transitioned to emergency mode, meaning it is a member of a pool whose master has disappeared

from the network and could not be contacted for some number of retries.

Note that this command may cause the password of the host to reset if it has been modified since joining the
pool (see the section called “User Commands”).

pool-ha-enable

pool - ha- enabl e heartbeat-sr-uuids=<SR_UUID_of the_Heartbeat SR>

Enable High Availability on the resource pool, using the specified SR UUID as the central storage heartbeat
repository.

pool-ha-disable

pool - ha- di sabl e

Disables the High Availability functionality on the resource pool.

pool-join
pool -j oi n master-address=<address> master-username=<username> master-password=<password>

Instruct a XenServer host to join an existing pool.
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pool-recover-slaves
pool -recover - sl aves
Instruct the pool master to try and reset the master address of all members currently running in emergency

mode. This is typically used after pool-emergency-transition-to-master has been used to set one of the members
as the new master.

pool-restore-database
pool - r est or e- dat abase file-name=<filename_to_restore_from_(on_client)> [dry-run=<true | false>]

Upload a database backup (created with pool-dump-database) to a pool. On receiving the upload, the master
will restart itself with the new database.

There is also a dry run option, which allows you to check that the pool database can be restored without actually
perform the operation. By default, dr y- r un is set to false.

pool-sync-database

pool - sync- dat abase

Force the pool database to be synchronized across all hosts in the resource pool. This is not necessary in normal
operation since the database is regularly automatically replicated, but can be useful for ensuring changes are
rapidly replicated after performing a significant set of CLI operations.

Storage Manager Commands

Commands for controlling Storage Manager plugins.

The storage manager objects can be listed with the standard object listing command (xe sm-list), and the

parameters manipulated with the standard parameter commands. See the section called “Low-level Parameter
Commands” for details.

SM Parameters

SMs have the following parameters:

Parameter Name Description Type
uuid the unique identifier/object reference for read only
the SM plugin

name-label the name of the SM plugin read only
name-description the description string of the SM plugin read only
type the SR type that this plugin connects to read only
vendor name of the vendor who created this plugin read only
copyright copyright statement for this SM plugin read only
required-api-version minimum SM API version required on the read only

XenServer host
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Parameter Name Description Type

configuration names and descriptions of device readonly
configuration keys

capabilities capabilities of the SM plugin read only

driver-filename the filename of the SR driver. read only

Commands for controlling SRs (storage repositories).

The SR objects can be listed with the standard object listing command (xe sr-list), and the parameters manipulated
with the standard parameter commands. See the section called “Low-level Parameter Commands” for details.

SRs have the following parameters:

Parameter Name Description Type
uuid the unique identifier/object reference for read only
the SR
name-label the name of the SR read/write
name-description the description string of the SR read/write
allowed-operations list of the operations allowed on the SR in read only set parameter
this state
current-operations list of the operations that are currently in read only set parameter

progress on this SR

VDIs unique identifier/object reference for the read only set parameter
virtual disks in this SR

PBDs unique identifier/object reference for the read only set parameter
PBDs attached to this SR

physical-Utilization physical space currently utilized on this SR, read only
in bytes. Note that for sparse disk formats,
physical utilization may be less than virtual

allocation
physical-size total physical size of the SR, in bytes read only
type type of the SR, used to specify the SR read only

backend driver to use

content-type the type of the SR's content. Used to read only
distinguish ISO libraries from other SRs. For
storage repositories that store a library of
ISOs, the cont ent -t ype must be set to
i S0. In other cases, Citrix recommends that
this be set either to empty, or the string
user.

139



CITRIX

Parameter Name Description Type
shared Tr ue if this SR is capable of being shared read/write
between multiple XenServer hosts; Fal se
otherwise
other-config list of key/value pairs that specify additional read/write map parameter

configuration parameters for the SR .
host The storage repository host name read only

virtual-allocation sum of virtual-size values of all VDIs in this read only
storage repository (in bytes)

sm-config SM dependent data read only map parameter
blobs binary data store read only
sr-create

Sr - cr eat e name-label=<name> physical-size=<size> type=<type>

content-type=<content_type> device-config:<config_name>=<value>

[host-uuid=<XenServer host UUID>] [shared=<true | false>]

Creates an SR on the disk, introduces it into the database, and creates a PBD attaching the SR to a XenServer host.
Ifshar edissettot r ue, a PBD is created for each XenServer host in the pool; if shar ed is not specified or set
tof al se, a PBD is created only for the XenServer host specified with host - uui d.

The exact devi ce- conf i g parameters differ depending on the device t ype. See Storage for details of these
parameters across the different storage backends.

sr-destroy

sr-dest r oy uuid=<sr_uuid>

Destroys the specified SR on the XenServer host.

sr-forget

sr-forget uuid=<sr_uuid>

The xapi agent forgets about a specified SR on the XenServer host, meaning that the SR is detached and you
cannot access VDIs on it, but it remains intact on the source media (the data is not lost).

sr-introduce

sr-i ntroduce name-label=<name>

physical-size=<physical_size>

type=<type>

content-type=<content_type>

uuid=<sr_uuid>

Just places an SR record into the database. The devi ce- confi g parameters are specified by devi ce-

confi g: <par anet er _key>=<par anet er _val ue>, for example:
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xe sr-introduce device-config: <devi ce>=</dev/sdbl>
Note:
This command is never used in normal operation. It is an advanced operation which might

be useful if an SR needs to be reconfigured as shared after it was created, or to help recover
from various failure scenarios.

sr-probe

Sr - pr obe type=<type> [host-uuid=<uuid_of host>] [device-config:<config_name>=<value>]

Performs a backend-specific scan, using the provided devi ce- confi g keys. If the devi ce-confi g is
complete for the SR backend, then this will return a list of the SRs present on the device, if any. If the devi ce-
conf i g parameters are only partial, then a backend-specific scan will be performed, returning results that will
guide you in improving the remaining devi ce- conf i g parameters. The scan results are returned as backend-

specific XML, printed out on the CLI.

The exact devi ce- conf i g parameters differ depending on the device t ype. See Storage for details of these
parameters across the different storage backends.

sr-scan
Sr-scan uuid=<sr_uuid>

Force an SR scan, syncing the xapi database with VDIs present in the underlying storage substrate.

Task Commands

Commands for working with long-running asynchronous tasks. These are tasks such as starting, stopping, and
suspending a Virtual Machine, which are typically made up of a set of other atomic subtasks that together
accomplish the requested operation.

The task objects can be listed with the standard object listing command (xe task-list), and the parameters

manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”
for details.

Task Parameters

Tasks have the following parameters:

Parameter Name Description Type

uuid the unique identifier/object reference for read only
the Task

name-label the name of the Task read only

name-description the description string of the Task read only

resident-on the unique identifier/object reference of the read only

host on which the task is running

status current status of the Task read only
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Parameter Name Description Type

progress if the Task is still pending, this field contains read only
the estimated percentage complete, from 0.
to 1. If the Task has completed, successfully
or unsuccessfully, this should be 1.

type if the Task has successfully completed, this read only
parameter contains the type of the encoded
result - that is, the name of the class whose
reference is in the result field; otherwise,
this parameter's value is undefined

result if the Task has completed successfully, this read only
field contains the result value, either Void
or an object reference; otherwise, this
parameter's value is undefined

error_info if the Task has failed, this parameter read only
contains the set of associated error
strings; otherwise, this parameter's value is

undefined
allowed_operations list of the operations allowed in this state read only
created time the task has been created read only
finished time task finished (i.e. succeeded or failed). read only

If task-status is pending, then the value of
this field has no meaning

subtask_of contains the UUID of the tasks this task isa read only
sub-task of
subtasks contains the UUID(s) of all the subtasks of read only
this task
task-cancel

t ask- cancel [uuid=<task_uuid>]

Direct the specified Task to cancel and return.

Template Commands
Commands for working with VM templates.

Templates are essentially VMs with the i s- a-t enpl at e parametersettot r ue. A template is a "gold image"
that contains all the various configuration settings to instantiate a specific VM. XenServer ships with a base set of
templates, which range from generic "raw" VMs that can boot an OS vendor installation CD (RHEL, CentOS, SLES,
Windows) to complete pre-configured OS instances (the "Demo Linux VM" template). With XenServer you can
create VMs, configure them in standard forms for your particular needs, and save a copy of them as templates
for future use in VM deployment.

The template objects can be listed with the standard object listing command (xe template-list), and the

parameters manipulated with the standard parameter commands. See the section called “Low-level Parameter
Commands” for details.
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Template Parameters

Templates have the following parameters:

Parameter Name Description Type

uuid the unique identifier/object read only
reference for the template

name-label the name of the template read/write

name-description the description string of the read/write
template

user-version string for creators of VMs read/write
and templates to put version
information

is-a-template true if this is a template. read/write

Template VMs can never be
started, they are used only for
cloning other VMs

Note that setting is-a-template
using the CLI is not supported.

is-control-domain true if this is a control domain read only
(domain 0 or a driver domain)

power-state current power state; always read only
hal t ed for a template

power-state current power state; always read only
hal t ed for a template

memory-dynamic-max dynamic maximum memory read/write

in bytes. Currently unused,
but if changed the following
constraint must be obeyed:
menory_static_max  >=
menory_dynani ¢c_nmax >=
menory_dynamic_mn >=
menory_static_nmin.

memory-dynamic-min dynamic minimum memory in read/write
bytes. Currently unused, but if
changed the same constraints
for menory- dynamni c- max
must be obeyed.

memory-static-max statically-set (absolute) read/write
maximum memory in bytes.
This is the main value used
to determine the amount of
memory assigned to a VM.
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Parameter Name Description Type

memory-static-min statically-set (absolute) read/write

minimum memory in bytes.
This represents the absolute
minimum memory, and
menory-static-mn must
be less than nenory-
stati c- max. This value is
currently unused in normal
operation, but the previous
constraint must be obeyed.

suspend-VDI-uuid the VDI that a suspend image is read only

stored on (has no meaning for a
template)
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VCPUs-params

VCPUs-max
VCPUs-at-startup

actions-after-crash

console-uuids

platform

configuration parameters for
the selected VCPU policy.

You can tune a VCPU's pinning
with

xe vm par am set \
uui d=<vm uui d> \
VCPUs- par ans: mask=1, 2, 3

A VM created from this
template will then run on
physical CPUs 1, 2, and 3 only.

You can also tune the VCPU
priority (xen scheduling) with
the cap and weight parameters;
for example

xe vm param set \

uui d=<vm uui d> \

VCPUs- par ans: wei ght =512
xe vm param set \

uui d=<vm uui d> \

VCPUs- par ans: cap=100

A VM based on this template
with a weight of 512 will
get twice as much CPU as a
domain with a weight of 256
on a contended XenServer host.
Legal weights range from 1 to
65535 and the default is 256.

The cap optionally fixes the
maximum amount of CPU a VM
based on this template will be
able to consume, even if the
XenServer host has idle CPU
cycles. The cap is expressed in
percentage of one physical CPU:
100 is 1 physical CPU, 50 is half
a CPU, 400 is 4 CPUs, etc. The
default, 0, means there is no
upper cap.

maximum number of VCPUs
boot number of VCPUs

action to take if a VM based on
this template crashes

virtual console devices

platform-specific configuration
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Parameter Name

allowed-operations

current-operations

allowed-VBD-devices

allowed-VIF-devices

HVM-boot-policy

HVM-boot-params

PV-kernel
PV-ramdisk

PV-args
PV-legacy-args
PV-bootloader
PV-bootloader-args

last-boot-CPU-flags

Description

list of the operations allowed in
this state

list of the operations that are
currently in progress on this
template

list of VBD identifiers available
for use, represented by integers
of the range 0-15. This list is
informational only, and other
devices may be used (but may
not work).

list of VIF identifiers available
for use, represented by integers
of the range 0-15. This list is
informational only, and other
devices may be used (but may
not work).

the boot policy for HVM guests.
Either BIOS Order or an
empty string.

the order key controls
the HVM guest boot order,
represented as a string where
each character is a boot
method: d for the CD/DVD, ¢ for
the root disk, and n for network
PXE boot. The default is dc.

path to the kernel
path to the initrd

string of kernel command line
arguments

string of arguments to make
legacy VMs based on this
template boot

name of or path to bootloader

string of miscellaneous
arguments for the bootloader

describes the CPU flags on
which a VM based on this
template was last booted; not
populated for a template
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read only set parameter

read only set parameter

read only set parameter

read only set parameter

read/write

read/write map parameter

read/write
read/write

read/write

read/write

read/write

read/write

read only
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Parameter Name Description Type

resident-on the XenServer host on which a read only
VM based on this template is
currently resident; appears as
<not in database> fora
template

affinity a XenServer host which a VM read/write
based on this template has
preference for running on; used
by the xe vm-start command to
decide where to run the VM

other-config list of key/value pairs that read/write map parameter
specify additional configuration
parameters for the template

start-time timestamp of the date readonly

and time that the metrics
for a VM based on this
template were read, in the
form yyyymddThh: mm ss
z, where z is the single-letter
military timezone indicator, for
example, Z for UTC (GMT); set to
1Jan 1970 Z (beginning of Unix/
POSIX epoch) for a template

install-time timestamp of the date readonly

and time that the metrics
for a VM based on this
template were read, in the
form yyyymddThh: mm ss
Z, where z is the single-letter
military timezone indicator, for
example, Z for UTC (GMT); set to
1 Jan 1970 Z (beginning of Unix/
POSIX epoch) for a template

memory-actual the actual memory being used read only
by a VM based on this template;
O for a template

VCPUs-number the number of virtual CPUs read only
assigned to a VM based on this
template; O for a template

VCPUs-Utilization list of virtual CPUs and their read only map parameter
weight
os-version the version of the operating read only map parameter

system for a VM based on this
template; appears as <not i n
dat abase> for a template
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Parameter Name

PV-drivers-version

PV-drivers-up-to-date

memory
disks
networks
other

guest-metrics-last-updated

actions-after-shutdown
actions-after-reboot
possible-hosts

HVM-shadow-multiplier

dom-id

Description

the versions of

the

paravirtualized drivers for a VM
based on this template; appears
as<not in database> for

a template

flag for latest version of

the

paravirtualized drivers for a VM
based on this template; appears
as<not in dat abase> for

a template

memory metrics reported

by

the agent on a VM based on this

template; appears as <not
dat abase> for a template

disk metrics reported by

in

the

agent on a VM based on this

template; appears as <not
dat abase> for a template

network metrics reported

in

by

the agent on a VM based on this

template; appears as <not
dat abase> for a template

other metrics reported by

in

the

agent on a VM based on this

template; appears as <not
dat abase> for a template

in

timestamp when the last write
to these fields was performed

by the in-guest agent, in
form yyyymmddThh: mm

the
SS

z, where z is the single-letter

military timezone indicator,
example, Z for UTC (GMT)

action to take after the VM
shutdown

action to take after the VM
rebooted

for

has

has

list of hosts that could

potentially host the VM

multiplier applied to

the

amount of shadow that will be

made available to the guest

domain ID (if available,
otherwise)

148

-1

Type

read only map parameter

read only

read only map parameter

read only map parameter

read only map parameter

read only map parameter

read only

read/write

read/write

read only

read/write

read only
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Parameter Name Description Type

recommendations XML specification of read only
recommended  values and
ranges for properties of this VM

xenstore-data data to be inserted into the read/write map parameter
xenstore tree (/local/domain/
<domid>/vm-data) after the VM

is created.

is-a-snapshot True if this template is a VM read only
snapshot

snapshot_of the UUID of the VM that this read only

template is a snapshot of

snapshots the UUID(s) of any snapshots read only
that have been taken of this
template

snapshot_time the timestamp of the most read only

recent VM snapshot taken

memory-target the target amount of memory read only
set for this template

blocked-operations lists the operations that cannot read/write map parameter
be performed on this template

last-boot-record record of the last boot readonly
parameters for this template, in
XML format

ha-always-run True if an instance of this read/write

template will always restarted
on another host in case of the
failure of the host it is resident
on

ha-restart-priority 1, 2, 3 or best effort. 1 is the read/write
highest restart priority

blobs binary data store read only

live only relevant to a running VM.  read only

template-export
t enpl at e- export template-uuid=<uuid_of existing_template> filename=<filename_for_new_template>

Exports a copy of a specified template to a file with the specified new filename.

Update Commands

Commands for working with updates to the OEM edition of XenServer. For commands relating to updating the
standard non-OEM editions of XenServer, see the section called “Patch (Update) Commands” for details.

149



CITRIX

update-upload
updat e- upl oad file-name=<name_of _upload_file>

Streams a new software image to a OEM edition XenServer host. You must then restart the host for this to take
effect.

User Commands
user-password-change
user - passwor d- change old=<old_password> new=<new_password>

Changes the password of the logged-in user. The old password field is not checked because you require supervisor
privilege to make this call.

VBD Commands

Commands for working with VBDs (Virtual Block Devices).

A VBD is a software object that connects a VM to the VDI, which represents the contents of the virtual disk. The
VBD has the attributes which tie the VDI to the VM (is it bootable, its read/write metrics, and so on), while the VDI
has the information on the physical attributes of the virtual disk (which type of SR, whether the disk is shareable,
whether the media is read/write or read only, and so on).

The VBD objects can be listed with the standard object listing command (xe vbd-list), and the parameters
manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”
for details.

VBD Parameters

VBDs have the following parameters:

Parameter Name Description Type

uuid the unique identifier/object read only
reference for the VBD

vm-uuid the unique identifier/object read only
reference for the VM this VBD is
attached to

vm-name-label the name of the VM this VBD is read only

attached to

vdi-uuid the unique identifier/object read only
reference for the VDI this VBD is
mapped to

vdi-name-label the name of the VDI this VBD is read only
mapped to

empty if true, this represents an empty read only
drive

device the device seen by the guest, for read only

example hdal
userdevice user-friendly device name read/write

bootable true if this VBD is bootable read/write
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Parameter Name

mode

type

currently-attached

storage-lock

status-code

status-detail
gos_algorithm_type
gos_algorithm_params
gos_supported_algorithms
io_read_kbs

io_write_kbs

allowed-operations

current-operations

unpluggable
attachable

other-config

Description

the mode the VBD should be

mounted with

how the VBD appears to the

VM, for example disk or CD

True if the VBD is currently
attached on this host, f al se

otherwise

Tr ue if a storage-level lock was

acquired

error/success code associated
with the last attach operation

error/success information
associated with the last attach

operation status

the QoS algorithm to use

parameters for the chosen QoS

algorithm

supported QoS algorithms for

this VBD

average read rate in kB per

second for this VBD

average write rate in kB per

second for this VBD

list of the operations allowed in
this state. This list is advisory
only and the server state may
have changed by the time this

field is read by a client.

links each of the running tasks
using this object (by reference)
to a current_operation enum
which describes the nature of

the task.

true if this VBD will support hot-

unplug

True if the device can be

attached

additional configuration

vbd- cr eat e vm-uuid=<uuid_of the vm> device=<device value>
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Type

read/write

read/write

read only

read only

read only

read only

read/write

read/write map parameter

read only set parameter

read only

read only

read only set parameter

read only set parameter

read/write

read only

read/write map parameter
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vdi-uuid=<uuid_of the_vdi_the_vbd_will_connect_to> [bootable=true] [type=<Disk | CD>] [mode=<RW | RO>]
Create a new VBD on a VM.

Appropriate values for the devi ce field are listed in the parameter al | owed- VBD- devi ces on the specified
VM. Before any VBDs exist there, the allowable values are integers from 0-15.

If thet ype is Di sk, vdi - uui d is required. Mode can be ROor RWfor a Disk.

If thet ype is CD, vdi - uui d is optional; if no VDI is specified, an empty VBD will be created for the CD. Mode
must be ROfor a CD.

vbd-destroy
vbd- dest r oy uuid=<uuid_of vbd>
Destroy the specified VBD.

If the VBD has its ot her - conf i g: owner parameter settot r ue, the associated VDI will also be destroyed.

vbd-eject
vbd- ej ect uuid=<uuid_of vbd>

Remove the media from the drive represented by a VBD. This command only works if the media is of a removable
type (a physical CD or an I1SO); otherwise an error message VBD_NOT_REMOVABLE_MEDI Ais returned.

vbd-insert
vbd- i nsert uuid=<uuid_of vbd> vdi-uuid=<uuid_of vdi_containing_media>

Insert new media into the drive represented by a VBD. This command only works if the media is of a removable
type (a physical CD or an I1SO); otherwise an error message VBD_NOT_REMOVABLE_MEDI Ais returned.

vbd-plug
vbd- pl ug uuid=<uuid_of vbd>

Attempt to attach the VBD while the VM is in the running state.

vbd-unplug
vbd- unpl ug uuid=<uuid_of vbd>

Attempts to detach the VBD from the VM while it is in the running state.

VDI Commands

Commands for working with VDIs (Virtual Disk Images).

A VDI is a software object that represents the contents of the virtual disk seen by a VM, as opposed to the VBD,
which is a connector object that ties a VM to the VDI. The VDI has the information on the physical attributes of the

virtual disk (which type of SR, whether the disk is shareable, whether the media is read/write or read only, and so
on), while the VBD has the attributes which tie the VDI to the VM (is it bootable, its read/write metrics, and so on).
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The VDI objects can be listed with the standard object listing command (xe vdi-list), and the parameters
manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”

for details.

VDI Parameters

VDIs have the following parameters:

Parameter Name Description

uuid the unique identifier/object reference for
the VDI

name-label the name of the VDI

name-description the description string of the VDI

allowed-operations a list of the operations allowed in this state

current-operations a list of the operations that are currently in

progress on this VDI

sr-uuid SR in which the VDI resides

vbd-uuids a list of VBDs that refer to this VDI
crashdump-uuids list of crash dumps that refer to this VDI
virtual-size size of disk as presented to the VM, in

bytes. Note that, depending on the storage
backend type, the size may not be respected
exactly

physical-Utilization amount of physical space that the VDI is
currently taking up on the SR, in bytes

type type of VDI, for example, System or User

sharable true if this VDI may be shared

read-only true if this VDI can only be mounted read-
only

storage-lock true if this VDI is locked at the storage level

parent references the parent VDI, if this VDI is part
of a chain

missing true if SR scan operation reported this VDI as

not present

other-config additional configuration information for this
VDI

sr-name-label name of the containing storage repository

location location information

managed true if the VDI is managed
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read only

read/write
read/write
read only set parameter

read only set parameter

read only
read only set parameter
read only set parameter

read only

read only

read only
read only

read only

read only

read only

read only

read/write map parameter

read only
read only

read only
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Parameter Name Description Type

xenstore-data data to be inserted into the xenstore read only map parameter
tree (/1 ocal / domai n/ 0/ backend/
vbd/ <domi d>/ <devi ce-i d>/ sm
dat a) after the VDI is attached. This
is generally set by the SM backends on

vdi_attach.
sm-config SM dependent data read only map parameter
is-a-snapshot true if this VDI is a VM storage snapshot read only
snapshot_of the UUID of the storage this VDl isa snapshot read only
of
snapshots the UUID(s) of all snapshots of this VDI read only
snapshot_time the timestamp of the snapshot operation read only

that created this VDI

vdi-clone
vdi - ¢l one uuid=<uuid_of the_vdi> [driver-params:<key=value>]

Create a new, writable copy of the specified VDI that can be used directly. It is a variant of vdi-copy that is capable
of exposing high-speed image clone facilities where they exist.

The optional dri ver - par ans map parameter can be used for passing extra vendor-specific configuration
information to the back end storage driver that the VDI is based on. See the storage vendor driver documentation
for details.

vdi-copy

vdi - copy uuid=<uuid_of the_vdi> sr-uuid=<uuid_of the_destination_sr>
Copy a VDI to a specified SR.

vdi-create

vdi - cr eat e sr-uuid=<uuid_of the_sr_where_you_want_to_create_the_vdi>
name-label=<name_for_the_vdi>

type=<system [ user [ suspend | crashdump>

virtual-size=<size_of virtual_disk>
sm-config-*=<storage_specific_configuration_data>

Create a VDI.

The vi rt ual - si ze parameter can be specified in bytes or using the IEC standard suffixes KiB (210 bytes), MiB
(220 bytes), GiB (230 bytes), and TiB (240 bytes).

Note:

SR types that support sparse allocation of disks (such as Local VHD and NFS) do not enforce
virtual allocation of disks. Users should therefore take great care when over-allocating virtual
disk space on an SR. If an over-allocated SR does become full, disk space must be made
available either on the SR target substrate or by deleting unused VDIs in the SR.

Note:

Some SR types might round up thevi rt ual - si ze value to make it divisible by a configured
block size.
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vdi-destroy
vdi - dest r oy uuid=<uuid_of vdi>
Destroy the specified VDI.

Note:

In the case of Local VHD and NFS SR types, disk space is not immediately released on vdi-
destroy, but periodically during a storage repository scan operation. Users that need to force
deleted disk space to be made available should call sr-scan manually.

vdi-forget
vdi - f or get uuid=<uuid_of vdi>

Unconditionally removes a VDI record from the database without touching the storage backend. In normal
operation, you should be using vdi-destroy instead.

vdi-import

vdi - i nport uuid=<uuid_of vdi> filename=<filename_of raw_vdi>
Import a raw VDI.

vdi-introduce

vdi - i nt r oduce uuid=<uuid_of vdi>
sr-uuid=<uuid_of sr_to_import_into>
name-label=<name_of the new_vdi>

type=<system [ user [ suspend | crashdump>
location=<device location_(varies_by storage type)>
[name-description=<description_of vdi>]
[sharable=<yes | no>]

[read-only=<yes | no>]

[other-config=<map_to store_misc_user_specific_data>]
[xenstore-data=<map_to_of additional xenstore keys>]
[sm-config<storage specific_configuration_data>]

Create a VDI object representing an existing storage device, without actually modifying or creating any storage.
This command is primarily used internally to automatically introduce hot-plugged storage devices.

vdi-resize

vdi - r esi ze uuid=<vdi_uuid> disk-size=<new _size_for disk>
Resize the VDI specified by UUID.

vdi-snapshot

vdi - snapshot uuid=<uuid_of the_vdi> [driver-params=<params>]

Produces a read-write version of a VDI that can be used as a reference for backup and/or template creation
purposes. You can perform a backup from a snapshot rather than installing and running backup software inside
the VM. The VM can continue running while external backup software streams the contents of the snapshot to
the backup media. Similarly, a snapshot can be used as a "gold image" on which to base a template. A template
can be made using any VDlIs.

The optional dri ver - par ans map parameter can be used for passing extra vendor-specific configuration
information to the back end storage driver that the VDI is based on. See the storage vendor driver documentation
for details.

A clone of a snapshot should always produce a writable VDI.
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vdi-unlock
vdi - unl ock uuid=<uuid_of vdi _to_unlock> [force=true]

Attempts to unlock the specified VDIs. If f or ce=t r ue is passed to the command, it will force the unlocking
operation.

VIF Commands

Commands for working with VIFs (Virtual network interfaces).

The VIF objects can be listed with the standard object listing command (xe vif-list), and the parameters
manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”
for details.

VIF Parameters

VIFs have the following parameters:
Parameter Name Description Type

uuid the unique identifier/object read only
reference for the VIF

vm-uuid the unique identifier/object read only
reference for the VM that this
VIF resides on

vm-name-label the name of the VM that this VIF  read only
resides on

allowed-operations a list of the operations allowed read only set parameter
in this state

current-operations a list of the operations that are read only set parameter

currently in progress on this VIF

device integer label of this VIF, readonly
indicating the order in which VIF
backends were created

MAC MAC address of VIF, as exposed read only
to the VM
MTU Maximum Transmission Unit read only

of the VIF in bytes. This
parameter is read-only, but you
can override the MTU setting
with the mt u key using the
other-config map parameter.
For example, to reset the MTU
on a virtual NIC to use jumbo
frames:

xe vif-paramset \

uui d=<vi f _uuid> \
ot her - confi g: nt u=9000

currently-attached true if the device is currently read only
attached
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Parameter Name Description

gos_algorithm_type QoS algorithm to use

gos_algorithm_params parameters for the chosen QoS
algorithm

gos_supported_algorithms supported QoS algorithms for
this VIF

MAC-autogenerated True if the MAC address
of the VIF was automatically
generated

other-config Additional configuration

key:value pairs

other-config:ethtool-rx set to on to enable receive
checksum, of f to disable

other-config:ethtool-tx set to on to enable transmit
checksum, of f to disable

other-config:ethtool-sg set to on to enable scatter
gather, of f to disable

other-config:ethtool-tso set to on to enable tcp
segmentation offload, of f to
disable
other-config:ethtool-ufo set to on to enable udp
fragment offload, off to
disable
other-config:ethtool-gso set to on to enable generic
segmentation offload, of f to
disable
other-config:promiscuous true to a VIF to be

promiscuous on the bridge, so
that it sees all traffic over
the bridge. Useful for running
an Intrusion Detection System
(IDS) or similar in a VM.

network-uuid the unique identifier/object
reference of the virtual network
to which this VIF is connected

network-name-label the descriptive name of the
virtual network to which this VIF
is connected

io_read_kbs average read rate in kB/s for this
VIF

io_write_kbs average write rate in kB/s for
this VIF
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read/write

read/write map parameter

read only set parameter

read only

read/write map parameter

read write

read write

read write

read write

read write

read write

read write

read only

read only

read only

read only
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vif-create

vi f - cr eat e vm-uuid=<uuid_of the_vm> device=<see below>
network-uuid=<uuid_of the_network_the_vif will_connect_to> [mac=<mac_address>]

Create a new VIF on a VM.

Appropriate values for the devi ce field are listed in the parameter al | owed- VI F- devi ces on the specified
VM. Before any VIFs exist there, the allowable values are integers from 0-15.

The mac parameter is the standard MAC address inthe form aa: bb: cc: dd: ee: f f . If you leave it unspecified,
an appropriate random MAC address will be created. You can also explicitly set a random MAC address by
specifying mac=r andom

vif-destroy

vi f - dest r oy uuid=<uuid_of vif>

Destroy a VIF.

vif-plug

vi f - pl ug uuid=<uuid_of vif>

Attempt to attach the VIF while the VM is in the running state.
vif-unplug

vi f - unpl ug uuid=<uuid_of vif>

Attempts to detach the VIF from the VM while it is running.

VLAN Commands

Commands for working with VLANs (virtual networks). To list and edit virtual interfaces, refer to the PIF
commands, which have a VLAN parameter to signal that they have an associated virtual network (see the section
called “PIF Commands”). For example, to list VLANs you need to use xe pif-list.

vlan-create

vl an- cr eat e pif-uuid=<uuid_of pif> vlan=<vlan_number> network-uuid=<uuid_of network>
Create a new VLAN on a XenServer host.

pool-vlan-create

vl an- cr eat e pif-uuid=<uuid_of pif> vlan=<vlan_number> network-uuid=<uuid_of network>

Create a new VLAN on all hosts on a pool, by determining which interface (for example, et h0) the specified
network is on (on each host) and creating and plugging a new PIF object one each host accordingly.

vlan-destroy

vl an- dest r oy uuid=<uuid_of pif mapped_to_vlan>

Destroy a VLAN. Requires the UUID of the PIF that represents the VLAN.
VM Commands

Commands for controlling VMs and their attributes.

VM Selectors

Several of the commands listed here have a common mechanism for selecting one or more VMs on which to
perform the operation. The simplest way is by supplying the argument vime<name_or _uui d>. An easy way to
get the uuid of an actual VM is to, for example, execute xe vm-list power-state=running. (The full list of fields
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that can be matched can be obtained by the command xe vme-list params-all. ) For example, specifying power -
st at e=hal t ed will select all VMs whose power - st at e parameteris equal to hal t ed. Where multiple VMs
are matching, the option - - nul t i pl e must be specified to perform the operation. The full list of parameters
that can be matched is described at the beginning of this section, and can be obtained by the command xe vim
list params=all.

The VM objects can be listed with the standard object listing command (xe vm-list), and the parameters

manipulated with the standard parameter commands. See the section called “Low-level Parameter Commands”
for details.

VM Parameters
VMs have the following parameters:
Note:

All writable VM parameter values can be changed while the VM is running, but the new
parameters are not applied dynamically and will not be applied until the VM is rebooted.

Parameter Name Description Type

uuid the unique identifier/object read only
reference for the VM

name-label the name of the VM read/write
name-description the description string of the VM  read/write
user-version string for creators of VMs read/write
and templates to put version
information
is-a-template Fal se unlessthisisatemplate; read/write

template VMs can never be
started, they are used only for
cloning other VMs

Note that setting i s-a-
t enpl at e using the CLI is not
supported.

is-control-domain Tr ue if this is a control domain  read only
(domain 0 or a driver domain)

power-state current power state read only

memory-dynamic-max dynamic maximum in bytes read/write
memory-dynamic-min dynamic minimum in bytes read/write
memory-static-max statically-set (absolute) read/write

maximum in bytes.

If you want to change this value,
the VM must be shut down.

memory-static-min statically-set (absolute) read/write
minimum in bytes. If you want
to change this value, the VM
must be shut down.
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Parameter Name Description Type
suspend-VDI-uuid the VDI that a suspend image is read only
stored on
VCPUs-params configuration parameters for read/write map parameter

the selected VCPU policy.

You can tune a VCPU's pinning
with

xe vm param set \
uui d=<vm uui d> \
VCPUs- par ans: mask=1, 2, 3

The selected VM will then run
on physical CPUs 1, 2, and 3
only.

You can also tune the VCPU
priority (xen scheduling) with
the cap and weight parameters;
for example

xe vm param set \

uui d=<t enpl at e_uui d> \
VCPUs- par ans: wei ght =512
xe vm param set \

uui d=<t enpl ate UUI D> \
VCPUs- par ans: cap=100

A VM with a weight of 512 will
get twice as much CPU as a
domain with a weight of 256
on a contended XenServer host.
Legal weights range from 1 to
65535 and the default is 256.

The cap optionally fixes the
maximum amount of CPU a VM
will be able to consume, even if
the XenServer host has idle CPU
cycles. The cap is expressed in
percentage of one physical CPU:
100 is 1 physical CPU, 50 is half
a CPU, 400 is 4 CPUs, etc. The
default, 0, means there is no

upper cap.
VCPUs-max maximum number of virtual read/write
CPUs.
VCPUs-at-startup boot number of virtual CPUs read/write
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Parameter Name Description

actions-after-crash action to take if the VM crashes.
For PV guests, valid parameters
are: preserve (for analysis only),
coredump_and_restart (record
a coredump and reboot VM),
coredump_and_destroy (record
a coredump and leave VM
halted), restart (no coredump
and restart VM), and destroy
(no coredump and leave VM

halted).
console-uuids virtual console devices
platform platform-specific configuration
allowed-operations list of the operations allowed in
this state
current-operations a list of the operations that are

currently in progress on the VM

allowed-VBD-devices list of VBD identifiers available
for use, represented by integers
of the range 0-15. This list is
informational only, and other
devices may be used (but may
not work).

allowed-VIF-devices list of VIF identifiers available
for use, represented by integers
of the range 0-15. This list is
informational only, and other
devices may be used (but may
not work).

HVM-boot-policy the boot policy for HVM guests.
Either BIOS Order or an
empty string.

HVM-boot-params the order key controls
the HVM guest boot order,
represented as a string where
each character is a boot
method: d for the CD/DVD, ¢ for
the root disk, and n for network
PXE boot. The default is dc.

HVM-shadow-multiplier Floating point value which
controls the amount of shadow
memory overhead to grant
the VM. Defaults to 1. O (the
minimum value), and should
only be changed by advanced
users.
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read/write

read only set parameter
read/write map parameter

read only set parameter

read only set parameter

read only set parameter

read only set parameter

read/write

read/write map parameter

read/write
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Parameter Name Description Type

PV-kernel path to the kernel read/write

PV-ramdisk path to the initrd read/write

PV-args string of kernel command line read/write
arguments

PV-legacy-args string of arguments to make read/write

legacy VMs boot
PV-bootloader name of or path to bootloader  read/write

PV-bootloader-args string of miscellaneous read/write
arguments for the bootloader

last-boot-CPU-flags describes the CPU flags on read only
which the VM was last booted

resident-on the XenServer host on which a read only
VM is currently resident

affinity a XenServer host which the read/write
VM has preference for running
on; used by the xe vm-start
command to decide where to
run the VM

other-config A list of key/value pairs that read/write map parameter
specify additional configuration
parameters for the VM

For example, a VM will
be started automatically after
host boot if the other-config
parameter includes the key/
value pair auto_poweron: true

start-time timestamp of the date and read only
time that the metrics for
the VM were read, in the
form yyyynmmddThh: nm ss
Z, where z is the single-letter
military timezone indicator, for
example, Z for UTC (GMT)

install-time timestamp of the date and read only
time that the metrics for
the VM were read, in the
form yyyymddThh: mm ss
Z, where z is the single-letter
military timezone indicator, for
example, Z for UTC (GMT)

memory-actual the actual memory being used read only
by a VM
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Parameter Name

VCPUs-number

VCPUs-Utilization
os-version

PV-drivers-version
PV-drivers-up-to-date

memory
disks
networks
other

guest-metrics-last-updated

Description

the number of virtual
assigned to the VM

For a paravirtualized

CPUs

Linux

VM, this number can differ
from VCPUS- max and can
be changed without rebooting

the VM using the

vcpu-hotplug command.

vm-
See

the section called “vm-vcpu-
hotplug”. Windows VMs always
run with the number of vCPUs
set to VCPUs - max and must be
rebooted to change this value.

Note that performance will drop
sharply if you set VCPUs-
nunber to avalue greater than
the number of physical CPUs on

the XenServer host.

a list of virtual CPUs and their

weight

the version of the operating

system for the VM

the versions of

the

paravirtualized drivers for the

VM

flag for latest version of the
paravirtualized drivers for the

VM

memory metrics reported by

the agent on the VM

disk metrics reported by the

agent on the VM

network metrics reported by

the agent on the VM

other metrics reported by the

agent on the VM

timestamp when the last write
to these fields was performed
by the in-guest agent, in the
form yyyymmddThh: nm ss
Z, where z is the single-letter
military timezone indicator, for

example, Z for UTC (GMT)
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read only

read only map parameter

read only map parameter

read only map parameter

read only

read only map parameter

read only map parameter

read only map parameter

read only map parameter

read only
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Parameter Name

actions-after-shutdown

actions-after-reboot

possible-hosts

dom-id

recommendations

xenstore-data

is-a-snapshot

snapshot_of

snapshots

snapshot_time

memory-target

blocked-operations

last-boot-record

ha-always-run

ha-restart-priority

blobs

live

Description

action to take after the VM has

shutdown

action to take after the VM has
rebooted

potential hosts of this VM

domain ID (if available, -1
otherwise)

XML specification of
recommended values and
ranges for properties of this VM

data to be inserted into
the xenstore tree (/| ocal /
domai n/ <dom d>/ vm

dat a) after the VM is created

Tr ue if this VM is a snapshot

the UUID of the VM this is a
snapshot of

the UUID(s) of all snapshots of
this VM

the timestamp of the snapshot
operation that created this VM
snapshot

the target amount of memory
set for this VM

lists the operations that cannot
be performed on this VM

record of the Ilast boot
parameters for this template, in
XML format

True if this VM will always
restarted on another host in
case of the failure of the host it
is resident on

1, 2, 3 or best effort. 1 is the
highest restart priority

binary data store

Tr ue if the VM is running, false
if HA suspects that the VM may
not be running.
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read/write

read/write

read only

read only

read only

read/write map parameter

read only

read only

read only

read only

read only

read/write map parameter

read only

read/write

read/write

read only

read only
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vm-cd-add

vm cd- add cd-name=<name_of new_cd> device=<integer_value_of an_available_vbd>
[<vm-selector>=<vm_selector_value>...]

Add a new virtual CD to the selected VM. The devi ce parameter should be selected from the value of the
al | owed- VBD- devi ces parameter of the VM.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-cd-eject
vm cd- ej ect [<vm-selector>=<vm_selector_value>...]

Eject a CD from the virtual CD drive. This command only works if there is one and only one CD attached to the
VM. When there are two or more CDs, use the command xe vbd-eject and specify the UUID of the VBD.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-cd-insert
vm cd- i nsert cd-name=<name_of cd> [<vm-selector>=<vm_selector_value>...]

Insert a CD into the virtual CD drive. This command will only work if there is one and only one empty CD device
attached to the VM. When there are two or more empty CD devices, use the xe vbd-insert command and specify
the UUIDs of the VBD and of the VDI to insert.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-cd-list
vm cd- | i st [vbd-params] [vdi-params] [<vm-selector>=<vm_selector value>...]
Lists CDs attached to the specified VMs.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

You can also select which VBD and VDI parameters to list.

vm-cd-remove

vm cd- r enpve cd-name=<name_of_cd> [<vm-selector>=<vm_selector_value>...]
Remove a virtual CD from the specified VMs.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-clone

vm cl one new-name-label=<name_for_clone>
[new-name-description=<description_for_clone>] [<vm-selector>=<vm_selector_value>...]
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Clone an existing VM, using storage-level fast disk clone operation where available. Specify the name
and the optional description for the resulting cloned VM using the new nane- | abel and new nane-
descri pti on arguments.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-compute-maximum-memory

vm conput e- maxi mum nenor y total=<amount_of available_physical_ram_in_bytes>
[approximate=<add overhead memory for additional vCPUS? true | false>]
[<vm_selector>=<vm_selector_value>...]

Calculate the maximum amount of static memory which can be allocated to an existing VM, using the total
amount of physical RAM as an upper bound. The optional parameter appr oxi mat e reserves sufficient extra
memory in the calculation to account for adding extra vCPUs into the VM at a later date.

For example:

Xe vm conput e- maxi num nenory virtestvm total = xe host-list parans=nenory-free --mnimal"

This command uses the value of the menor y- f r ee parameter returned by the xe host-list command to set the
maximum memory of the VM named t est vm

The VM or VMs on which this operation will be performed are selected using the standard selection mechanism
(see VM selectors). Optional arguments can be any number of the VM parameters listed at the beginning of this
section.

vm-copy

VM copy new-name-label=<name_for_copy> [new-name-description=<description_for_copy>]
[sr-uuid=<uuid_of sr>] [<kvm-selector>=<vm_selector_value>...]

Copy an existing VM, but without using storage-level fast disk clone operation (even if this is available). The disk
images of the copied VM are guaranteed to be "full images" - that is, not part of a copy-on-write (CoW) chain.

Specify the name and the optional description for the resulting copied VM using the new nane- | abel and
new name- descri pti on arguments.

Specify the destination SR for the resulting copied VM using the st - uui d. If this parameter is not specified, the
destination is the same SR that the original VM is in.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-crashdump-list
vm crashdunp- | i st [<vm-selector>=<vm selector value>...]
List crashdumps associated with the specified VMs.

If the optional argument par ans is used, the value of params is a string containing a list of parameters of this
object that you want to display. Alternatively, you can use the keyword al | to show all parameters. If par ans
is not used, the returned list shows a default subset of all available parameters.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.
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]
vm-data-source-list
vm dat a- sour ce- | i st [<vm-selector>=<vm selector value>...]

List the data sources that can be recorded for a VM.

Select the VM(s) on which to perform this operation by using the standard selection mechanism (see VM
selectors). Optional arguments can be any number of the VM parameters listed at the beginning of this section.
If no parameters to select hosts are given, the operation will be performed on all VMs.

Data sources have two parameters — st andar d and enabl ed — which can be seen by the output of this
command. If a data source has enabl ed set to t r ue, then the metrics are currently being recorded to the
performance database. If a data source has st andar d set to t r ue, then the metrics are recorded to the
performance database by default (and so, enabl ed will also be settot r ue for this data source). If a data source
has st andar d set to f al se, then the metrics are not recorded to the performance database by default (and
so, enabl ed will also be set to f al se for this data source).

To start recording data source metrics to the performance database, run the vm-data-source-record command.
This will set enabl ed tot r ue. To stop, run the vm-data-source-forget. This will set enabl ed to f al se.

vm-data-source-record

vm dat a- sour ce-r ecor d data-source=<name_description_of data-source> [<vm-selector>=<vm selector
value>...]

Record the specified data source for a VM.

This operation writes the information from the data source to the persistent performance metrics database of
the specified VM(s). For performance reasons, this database is distinct from the normal agent database.

Select the VM(s) on which to perform this operation by using the standard selection mechanism (see VM
selectors). Optional arguments can be any number of the VM parameters listed at the beginning of this section.
If no parameters to select hosts are given, the operation will be performed on all VMs.

vm-data-source-forget

vm dat a- sour ce- f or get data-source=<name_description_of data-source> [<vm-selector>=<vm selector
value>...]

Stop recording the specified data source for a VM and forget all of the recorded data.
Select the VM(s) on which to perform this operation by using the standard selection mechanism (see VM

selectors). Optional arguments can be any number of the VM parameters listed at the beginning of this section.
If no parameters to select hosts are given, the operation will be performed on all VMs.

vm-data-source-query

vm dat a- sour ce- query data-source=<name_description_of data-source> [<vm-selector>=<vm selector
value>...]

Display the specified data source for a VM.
Select the VM(s) on which to perform this operation by using the standard selection mechanism (see VM

selectors). Optional arguments can be any number of the VM parameters listed at the beginning of this section.
If no parameters to select hosts are given, the operation will be performed on all VMs.

vm-destroy

vm dest r oy uuid=<uuid_of vm>
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Destroy the specified VM. This leaves the storage associated with the VM intact. To delete storage as well, use
xe vm-uninstall.

vm-disk-add

vm di sk- add disk-size=<size_of disk_to_add> device=<uuid_of device>
[<vm-selector>=<vm_selector_value>...]

Add a new disk to the specified VMs. Select the devi ce parameter from the value of the al | owed- VBD-
devi ces parameter of the VMs.

The di sk- si ze parameter can be specified in bytes or using the IEC standard suffixes KiB (210 bytes), MiB (220
bytes), GiB (230 bytes), and TiB (240 bytes).

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-disk-list
vm di sk- | i st [vbd-params] [vdi-params] [<vm-selector>=<vm_selector_value>...]

Lists disks attached to the specified VMs. The vbd- par ans and vdi - par ans parameters control the fields
of the respective objects to output and should be given as a comma-separated list, or the special key al | for
the complete list.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-disk-remove
vm di sk-r enpve device=<integer_label_of disk> [<vm-selector>=<vm_selector_value>...]
Remove a disk from the specified VMs and destroy it.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-export

vm export filename=<export_filename>
[metadata=<true | false>]
[<vm-selector>=<vm_selector_value>...]

Export the specified VMs (including disk images) to a file on the local machine. Specify the filename to export the
VM into using the f i | enane parameter. By convention, the filename should have a . xva extension.

If the net adat a parameter ist r ue, then the disks are not exported, and only the VM metadata is written to
the output file. This is intended to be used when the underlying storage is transferred through other mechanisms,
and permits the VM information to be recreated (see the section called “vm-import”).

The VM or VMs on which this operation should be performed are selected using the standard selection

mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-import

vm i mport filename=<export_filename>
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[metadata=<true [ false>]
[preserve=<true | false>]
[sr-uuid=<destination_sr_uuid>]

Import a VM from a previously-exported file. If pr eser ve is set tot r ue, the MAC address of the original VM
will be preserved. The sr - uui d determines the destination SR to import the VM into, and is the default SR if
not specified.

Thef i | ename parameter can also point to an XVA-format VM, which is the legacy export format from XenServer
3.2 and is used by some third-party vendors to provide virtual appliances. This format uses a directory to store the
VM data, so set f i | enane to the root directory of the XVA export and not an actual file. Subsequent exports of
the imported legacy guest will automatically be upgraded to the new filename-based format, which stores much
more data about the configuration of the VM.

Note:

The older directory-based XVA format does not fully preserve all the VM attributes. In
particular, imported VMs will not have any virtual network interfaces attached by default. If
networking is required, create one using vif-create and vif-plug.

If the ret adat aist r ue, then a previously exported set of metadata can be imported without their associated
disk blocks. Metadata-only import will fail if any VDIs cannot be found (named by SRand VDI . | ocat i on)unless
the - - f or ce option is specified, in which case the import will proceed regardless. If disks can be mirrored or
moved out-of-band then metadata import/export represents a fast way of moving VMs between disjoint pools
(e.g. as part of a disaster recovery plan).

Note:

Multiple VM imports will be performed faster in serial that in parallel.

vm-install

vm i nst al | new-name-label=<name>

[ template-uuid=<uuid_of desired_template> | [template=<uuid_or_name_of desired_template>]]
[ sr-uuid=<sr_uuid> | sr-name-label=<name_of sr>]

[ copy-bios-strings-from=<uuid of host> ]

Install a VM from a template. Specify the template name using either the t enpl at e- uui d or t enpl ate
argument. Specify an SR other than the default SR using either the sr - uui d or sr - name- | abel argument.
Specify to install BIOS-locked media using the copy- bi 0s- stri ngs-fromargument.

vm-memory-shadow-multiplier-set

vm nenory- shadow nul ti pli er-set [<vm-selector>=<vm_selector_value>...]
[multiplier=<float_memory_multiplier>]

Set the shadow memory multiplier for the specified VM.

This is an advanced option which modifies the amount of shadow memory assigned to a hardware-assisted VM.
In some specialized application workloads, such as Citrix XenApp, extra shadow memory is required to achieve
full performance.

This memory is considered to be an overhead. It is separated from the normal memory calculations for accounting
memory to a VM. When this command is invoked, the amount of free XenServer host memory will decrease
according to the multiplier, and the HYM shadow _rul ti pl i er field will be updated with the actual value
which Xen has assigned to the VM. If there is not enough XenServer host memory free, then an error will be
returned.

The VMs on which this operation should be performed are selected using the standard selection mechanism (see
VM selectors for more information).
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vm-migrate

vm ni gr at e [[host-uuid=<destination XenServer host UUID> ] | [host=<name or UUID of destination XenServer
host>]] [xvm-selector>=<vm_selector_value>...] [live=<true | false>]

Migrate the specified VMs between physical hosts. The host parameter can be either the name or the UUID
of the XenServer host.

By default, the VM will be suspended, migrated, and resumed on the other host. The | i ve parameter activates
XenMotion and keeps the VM running while performing the migration, thus minimizing VM downtime to less
than a second. In some circumstances such as extremely memory-heavy workloads in the VM, XenMotion
automatically falls back into the default mode and suspends the VM for a brief period of time before completing
the memory transfer.

The VM or VMs on which this operation should be performed are selected using the standard selection

mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-reboot
vm r eboot [<vm-selector>=<vm_selector_value>...] [force=<true>]
Reboot the specified VMs.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

Use the f or ce argument to cause an ungraceful shutdown, akin to pulling the plug on a physical server.

vm-reset-powerstate

vm r eset - power st at e [<vm-selector>=<vm_selector_value>...] {force=true}

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the

beginning of this section.

This is an advanced command only to be used when a member host in a pool goes down. You can use this
command to force the pool master to reset the power-state of the VMs to be hal t ed. Essentially this forces the
lock on the VM and its disks so it can be subsequently started on another pool host. This call requires the force
flag to be specified, and fails if it is not on the command-line.

vm-resume

vm r esune [<vm-selector>=<vm_selector_value>...] [force=<true | false>] [on=<XenServer host UUID>]
Resume the specified VMs.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the

beginning of this section.

If the VM is on a shared SR in a pool of hosts, use the on argument to specify which host in the pool on which to
start it. By default the system will determine an appropriate host, which might be any of the members of the pool.

vm-shutdown

vm shut down [<vm-selector>=<vm_selector_value>...] [force=<true | false>]
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Shut down the specified VM.
The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the

beginning of this section.

Use the f or ce argument to cause an ungraceful shutdown, similar to pulling the plug on a physical server.

vm-start

vm st art [<vm-selector>=<vm_selector_value>...] [force=<true | false>] [on=<XenServer host UUID>] [--
multiple]

Start the specified VMs.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

If the VMs are on a shared SR in a pool of hosts, use the 0n argument to specify which host in the pool on which

to start the VMs. By default the system will determine an appropriate host, which might be any of the members
of the pool.

vm-suspend

vm suspend [<vm-selector>=<vm_selector_value>...]

Suspend the specified VM.

The VM or VMs on which this operation should be performed are selected using the standard selection

mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-uninstall
vm uni nst al | [<vm-selector>=<vm_selector_value>...] [force=<true | false>]

Uninstall a VM, destroying its disks (those VDIs that are marked RW and connected to this VM only) as well as its
metadata record. To simply destroy the VM metadata, use xe vm-destroy.

The VM or VMs on which this operation should be performed are selected using the standard selection

mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed at the
beginning of this section.

vm-vcpu-hotplug

vm vcpu- hot pl ug new-vcpus=<new_vcpu_count> [<vm-selector>=<vm_selector_value>...]

Dynamically adjust the number of VCPUs available to a running paravirtual Linux VM within the number bounded
by the parameter VCPUs- max. Windows VMs always run with the number of VCPUs set to VCPUs- nmax and
must be rebooted to change this value.

The paravirtualized Linux VM or VMs on which this operation should be performed are selected using the standard

selection mechanism (see VM selectors). Optional arguments can be any number of the VM parameters listed
at the beginning of this section.

vm-vif-list

vm vi f - 1i st [<vm-selector>=<vm_selector_value>...]
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Lists the VIFs from the specified VMs.

The VM or VMs on which this operation should be performed are selected using the standard selection
mechanism (see VM selectors). Note that the selectors operate on the VM records when filtering, and not on the
VIF values. Optional arguments can be any number of the VM parameters listed at the beginning of this section.

Workload Balancing Commands

Commands for controlling the Workload Balancing feature.

pool-initialize-wlb

pool -initialize-wb w b_url=<w b_server_address> \
w b_user name=<wl b_server _usernanme> \

W b_password=<wl b_server_password> \
xenserver _user name=<pool _nast er _user name> \
xenserver _passwor d=<pool _nast er _passwor d>

Starts the Workload Balancing service on a pool.
Note:

Initializing a pool requires running two commands. After executing the pool-initialize-wlb
command, execute xe pool-param-set wib-enabled=true uuid=<pool-uuid>].

pool-param-set other-config

Use the pool-param-set other-config command to specify the timeout when communicating with the WLB server.
All requests are serialized, and the timeout covers the time from a request being queued to its response being
completed. In other words, slow calls cause subsequent ones to be slow. Defaults to 30 seconds if unspecified
or if the setting cannot be parsed.

xe pool - param set other-config:w b_tineout=<0.01> \
uui d=<315688af - 5741- cc4d- 9046- 3b9cea716f 69>

host-retrieve-wlb-evacuate-recommendations
host-retrieve-w b-evacuat e-recomendati ons uui d=<host _uui d>

Returns the evacuation recommendations for a host, and a reference to the UUID of the recommendations object.

vm-retrieve-wlb-recommendations

Returns the workload balancing recommendations for the selected VM. The simplest way to select the VM on
which the operation is to be performed is by supplying the argument vim=<name_or _uui d>. VMs can also be
specified by filtering the full list of VMs on the values of fields. For example, specifying power - st at e=hal t ed
selects all VMs whose power-state is halted. Where multiple VMs are matching, specify the option- - mul ti pl e
to perform the operation. The full list of fields that can be matched can be obtained by the command xe vm-list
params=all. If no parameters to select VMs are given, the operation will be performed on all VMs.

pool-certificate-list

XenServer’s Workload Balancing component lets you use certificates to secure communication between
XenServer pools and the Workload Balancing server. You can either use the default certificate, which is created
automatically during Workload Balancing installation, or you can specify a certificate you have already created.

To use your own certificate, the certificate must be in X.509 format. If you want to import the certificate into
XenServer's certificate store, during Workload Balancing installation you must specify for WLB to use an existing
certificate and export it. Currently, you must do this installing WLB with the Msiexec commands.

172



CiTRIX

However, following installation you need to export the certificate again. When you export the certificate from
Workload Balancing, Workload Balancing exports it in Base64 encoded format. You must convert the exported
certificate into a Privacy Enhanced Mail (PEM) file or a .crt format by exporting it from Windows using Windows
certificate management features so that XenServer can import it.

Note:

To convert the exported certificate into a PEM (.pem) file, copy it to your XenServer pool
master and run the following commands:

openssl enc - base64 - i n<exported_cert_name.crt>- out <certificate.pem>

After converting the certificate into .pem or .crt, you must load the certificate onto servers across the pool by
doing the following:

1. List any existing certificates on the pool (using xe pool-certificate-list).
2. Install the certificate you specified during WLB installation (using pool-certificate-install).
3. Synchronize the certificate on all hosts in the pool (using pool-certificate-sync).

4. (Optional.) Instruct XenServer to require a certificate before connecting (using pool-certificate-sync).
pool -certificate-list

Lists all installed SSL certificates.

pool-certificate-install

pool -certificate-install filename=<certificatefilename>

Run this command on the pool to install the certificate you specified during WLB installation on the pool master.
Before installing the certificate on the master, it must be exported in either .pem or .crt format. If you are
exporting the certificate using Windows certificate management features, select the Base 64 encoded X.509
format.

Typically, when you installed WLB, you may have named the certificate something like wlbcert.cer. Simply

renaming the file wilbcert.crt is not sufficient. You must export the certificate so the file formats is converted into
a format XenServer is expecting to receive.

pool-certificate-sync
pool -certificate-sync

Run this command on the pool, after running the pool-certificate-install command, to make sure the certificate
and certificate revocation lists are synchronized from the pool master to all slaves on the pool.

pool-param-set
pool - par am set wlb-verify-cert=<true> uuid=<uuid_of pool>

Run this command on the pool, after running the pool-certificate-sync command, to make XenServer always
verify the certificate when communicating with the Workload Balancing server.

Tip:
Pressing the Tab key automatically populates the UUID of the pool.
pool-deconfigure-wlb

Permanently deletes all workload balancing configuration.
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pool-retrieve-wlb-configuration

Prints all workload balancing configuration to standard out.

pool-retrieve-wlb-recommendations

Prints all workload balancing recommendations to standard out.

pool-retrieve-wlb-report

Gets a WLB report of the specified type and saves it to the specified file. The available reports are:

pool health

pool _audit_history poolid

pool optim zation_history

host _health_history

optinm zation_performance_history
pool _heal th_history

vm novenent _hi story

vm per f or mance_hi story

Example usage for each report type is shown below. The ut cof f set parameter specifies the number of hours
ahead or behind of UTC for your time zone. The St art parameter and end parameters specify the number of
hours to report about. For example specifying st art =- 3 and end=0 will cause WLB to report on the last 3
hour of activity.

xe pool -retrieve-w b-report report=pool _health \
pool i d=<51e411f 1- 62f 4- e462-f 1led- 97¢626703cae> \
ut cof f set =<-5> \

start=<-3>\

end=<0> \

fil ename=</pool health.txt>

xe pool -retrieve-w b-report report=host_health_history \
host i d=<e26685cd- 1789- 4f 90- 8e47- a4f d0509b4a4> \

ut cof f set =<- 5> \

start=<-3>\

end=<0> \

fil ename=</host _heal th_history.txt>

xe pool -retrieve-w b-report report=optinzation_performance_history \
pool i d=<51e411f 1- 62f 4- e462-f 1led- 97c626703cae> \

ut cof f set =<-5> \

start=<-3>\

end=<0> \

filename=</optim zati on_performance_hi story.txt>

xe pool -retrieve-w b-report report=pool _health_history \
pool i d=<51e411f 1- 62f 4- e462-f 1led- 97¢626703cae> \

ut cof f set =<-5> \

start=<-3>\

end=<0> \

<fil ename=/ pool _heal t h_hi story. txt>

xe pool -retrieve-w b-report report=vm novenent _history \
pool i d=<51e411f 1- 62f 4- e462-f 1led- 97c626703cae> \

ut cof f set =<- 5> \

start=<-5>\

end=<0> \

fil ename=</vm novenent _hi story.txt>
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xe pool -retrieve-w b-report report=vm perfornance_history \
host i d=<e26685cd- 1789- 4f 90- 8e47- a4f d0509b4a4> \

ut cof f set =<- 5> \

start=<-3>\

end=<0> \

<fil ename=/vm performance_hi story. txt>

pool-send-wlb-configuration

Modifies Workload Balancing configuration settings, including thresholds, WLB power-management settings,
and weightings. It is not mandatory to configure all settings with the command. You can configure only some
parameters, but not all, if desired.

Before using the pool-send-wlb-configuration command, learn about the default values on your system by
running pool-retrieve-wlb-configuration.

When you run the pool-retrieve-wlb-configuration command, additional parameters appear that are not
documented in this section. Citrix does not recommend editing these parameters.

pool - send-w b-confi guration

[ config:HostMemoryThresholdCritical=<HostCpuThresholdCritical=value>
config:HostMemoryThresholdHigh=<HostMemoryThresholdHigh=value>config:HostPifReadThresholdCritical=<HostPifReadThresh
config:HostPifReadThresholdHigh=<HostPifReadThresholdHigh=value> config:set_host_configuration=<true |

false> ...]

Use the pool-send-wlb-configuration command with the arguments <ParticipatesinPowerManagement> and
<set_host_configuration> to configure Workload Balancing's Host Power Management feature.

xe pool -send-w b-configuration \
config: <host_21 >\

Parti ci pat esl nPower Managenent =<t r ue> \
config:set_host_configurati on=<true>
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